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FATIGUE CRACK ONSET DETECTION AND OBSERVATION AT HIGH TEMPERATURE ON NOTCHED COBALT-BASE SUPERALLOY SPECIMENS AND FATIGUE LIFETIME PREDICTION

D. Lévêque¹, V. Marcadon¹, E. Pereira¹, T. Journot¹, P. Kanouté¹ and A. Gaubert²

¹ ONERA, 29 Avenue de la Division Leclerc, BP72, 9232 2 Châtillon Cedex, France
² SNECMA (SAFRAN GROUP), 77550 Moissy-Cramayel, France

Abstract: The cobalt-base superalloy Haynes 188 is currently used in military and commercial aircraft turbine engines for combustor liners. In such applications, the components are subjected to repeated thermal stresses as a result of temperature gradients but also to local stress gradient effects due to the presence of cooling and dilation holes. Fatigue cracking is a major mode of failure in such parts. This work deals with gradient effects on fatigue lifetime prediction under isothermal low-cycle fatigue (LCF) condition. A fatigue test campaign was designed on different notched specimens to identify the onset and growth of cracks during cycling loads for two different temperatures (600°C and 900°C). A Potential Drop Technique (PDT) was used to measure continuously the crack length. Crack initiation detection and crack growth were also monitored optically. The use of a Digital Image Correlation (DIC) technique was found to be accurate enough to detect the crack tip and the crack length estimate was consistent with the PDT values. By the use of previously identified behaviour and damage fatigue models on this material, a finite element analysis (FEA) and a post-processing method, fatigue lifetimes on single-hole specimens were rather well predicted. A special care was taken to analyse the multi-axiality state of stresses around the holes.

Keywords: Low-cycle fatigue; Crack detection; Combustion chamber; Co-base superalloy; Lifetime

1 INTRODUCTION

Cobalt-base superalloys are widely used for aircraft engine combustion chamber applications. Such components are subjected to very high cyclic thermal gradients, which results from start-up and shut-down procedures. Moreover local mechanical stress gradients are superimposed due to the presence of cooling and dilation holes. A complex series of processes, involving crack propagation not only induced by fatigue, but also by creep and creep-fatigue interaction could cause the final failure of these high temperature components. This work deals with gradient effects on fatigue lifetime prediction under isothermal conditions with creep interaction. The co-base superalloy studied here, Haynes 188, is currently used in military and commercial aircraft turbine engines for combustor liners application. Such a material exhibits a complex viscoplastic behaviour including cyclic hardening and dynamic strain aging effects. A complete model was previously developed and identified for a large temperature range [1].

In this work, a fatigue test campaign has been designed on different notched plate specimens to identify the onset and growth of cracks during cycling loadings under isothermal LCF condition. To be representative of the combustion chamber issue, three different hole diameters were investigated. All the tests were performed under a 5 Hz repeated cycle with imposed stress levels calculated in order to obtain representative lifetimes. By the use of the previously identified model, finite element analyses with Z-set software [2] are performed in order to obtain the evolution of the mechanical stress and strain fields during cycling loadings. On the stabilised cycle a creep-fatigue damage model is applied as a post-processing to estimate the fatigue lifetimes on single-hole specimens. The results are compared to the experimental ones and discussed in terms of multi-axial and mean stress effects.

2 MATERIAL, SPECIMEN AND EXPERIMENTAL PROCEDURE

Haynes 188 (HA188) is a cobalt-base superalloy (39Co–22Ni–22Cr–14W, in weight percent) which possesses excellent high-temperature strength with very good oxidation resistance [3]. This alloy combines properties which make it suitable for a variety of gas turbine engines parts such as combustion cans,
transition ducts and after-burner components. In our study, this material was provided by Snecma in the form of rolled plates (about 1.6 mm thick).

A fatigue test campaign was conducted on different notched rectangular specimens. To be representative of the combustion liner machining, three different hole diameters (from 0.4 to 4.0 mm) were realized on plate specimens (38 mm in width) by a laser drilling process (trepan mode for the larger holes and percussion mode for the smaller ones, both modes for the intermediate 1 mm hole diameter). As can be seen in Fig. 1, the laser drilling process implies a conical form of the hole through the thickness of the plates, less marked in the trepan mode (the diameter variation is then two times less between upper and lower specimen faces).

![Fig. 1](image1.png)  
**Fig. 1** Face views and fractographic observations of a 1 mm diameter hole for both laser drilling modes

The isothermal low-cycle fatigue tests were conducted using a servo-hydraulic machine under a stress-controlled condition. All tests were performed under a 5 Hz repeated cycle with high and low imposed stress levels calculated in order to obtain representative lifetimes ($R_\sigma = 0^\circ$). Specimens were heated up to 600°C or 900°C using a middle frequency induction system. The temperature was controlled by four thermocouples welded around the hole (Fig. 2) coupled with an IR pyrometer scanning the surface just above the hole free-edge.

A Potential Drop Technique (PDT) was used to measure continuously the crack length, the electric potential monitoring being synchronized with the maximum load of the cycle. Crack initiation detection and crack growth was also monitored optically. A CCD camera coupled with a long working distance microscope or a macro objective (for larger holes, see Fig. 2) was used to take high-resolved pictures of the close area to the hole.

![Fig. 2](image2.png)  
**Fig. 2** Experimental setup for crack detection during isothermal LCF testing

## 3 EXPERIMENTAL RESULTS

Fig. 3 compares the three methods used for the crack length assessment (here in the case of a LCF test on a specimen with a 4 mm hole diameter at $T = 900^\circ$C): the direct optical observation, the Digital Image Correlation (DIC) technique and the Potential Drop Technique (PDT). In this last technique, Johnson [4] has proposed an analytical expression of the crack length estimate depending on both the measured potential...
variation and the geometrical parameters for a penny shape initial crack. We have used the same expression in our case taking care of calibrating this method by FE computation, being necessary for larger holes [5]. Concerning the direct observation, it may not be enough precise. Indeed, due to the elevated temperature, the image contrast remains low and a simple grey-scale threshold may not be sufficient to correctly assess the crack length. On the contrary the use of a Digital Image Correlation (DIC) technique was found to be more precise to detect the crack tip, using an in-house fast correlation code [6] and a discontinuity criterion to localize the crack path [7]. The crack length estimate was then more consistent with the PDT values (Fig. 3). Nevertheless, a gap persists between these methods and is due to the curvature of the crack front (see Fig. 4 for instance) that implies the mean crack length is always greater than the one measured on the surface of the specimens, whatever the method applied. The interest of the PDT method is that it catches the volumic response of the specimen, not only the surfacic one. Moreover, it seems more sensible to the smallest crack length. In that sense, this method can be considered as the reference method in particular to define a crack onset criterion, fixed at 300 μm in length in our case.  

Fig. 4 shows at left the crack extension assessment by the PDT technique in the case of a LCF test conducted at 600°C on a 0.4 mm hole diameter plate. After the complete rupture, the through-the-thickness optical observation of the two parts (Fig. 4 at right) shows: (i) the curvature of the crack front as already discussed; (ii) the crack initiation site near the free edge of the hole particularly visible considering this is the most oxidised area; (iii) serrations appearing during the LCF test and (iv) some curved marks well identified on this fractography, each mark being relative to a sudden progress in the crack length. This kind of instability is well known as the Portevin and Le Châtelier (PLC) effect, many metallic materials experiencing such dynamic strain ageing (DSA) effects in some temperature and strain rate domains, around 600°C concerning the HA 188 material [1]. All the fractographic observations show the same serrations for the tests conducted at this temperature, whereas the fractographies are flat in the case of 900°C tests.

![Fig. 3 Comparison of three methods to follow crack extension around a 4 mm hole diameter (T = 900°C)](image)

![Fig. 4 Crack extension and fractographic observation after LCF testing at 600°C (0.4 mm hole diameter)](image)
We have represented in Fig. 5 all the LCF test results in terms of normalised nominal imposed stress as a function of the lifetime at the crack onset, i.e. when the mean crack length determined by the PDT estimate is over 300 $\mu$m in length. As usual, for greater cycle number, the final rupture is shortly consecutive to this initiation phase, the crack propagating rapidly through the specimen width. The first observation is that the laser drilling mode has few or no influence in the lifetime results (comparison for the 1 mm hole diameters). Moreover there is no apparent evidence of some gradient effect at 900°C (Fig. 5 at left) for this material: the lifetimes follow the same tendency whatever the hole diameter, although the stress gradients are different near the hole. In a previous study, such gradient effects were emphasised for a single crystal superalloy [8]. On the contrary a difference is appearing for the 600°C LCF tests (Fig. 5 at right) where the results on the larger hole diameter are slightly different from the others. It seems that the behaviour for this material at 900°C depends strongly on creep mechanisms, whereas there is more a competition between fatigue and creep mechanisms at 600°C.

**Fig. 5** Normalised nominal stress vs. lifetimes (at 300 $\mu$m crack onset) at 900°C (left) and 600°C (right)

## 4 SIMULATION OF THE TESTS

The fatigue tests aforementioned have been simulated by using Z-set FE software [2]. It is usually observed for metallic materials a nonlinear damage evolution in fatigue and creep. The long lifetimes considered here allow then to assume that the behaviour of the material is not affected by damage mechanisms. The modelling approach has consisted in simulating 100 cycles of loading first (Fig. 6 at left). Then a post-processing has been used to estimate the lifetime from the characteristics of this hundredth cycle considered such as stabilised. This post-processing is based on the model FatFlu, proposed at ONERA [9], which requires for multi-axial application the octahedral stress amplitude and the mean hydrostatic stress over the cycle as input data. Different expressions for the dependence on these quantities exist. In the present work the model parameters were identified in the case of both the Sines and Variant formulations [10,11].

**Fig. 6** Evolution of the mechanical load at the critical point, where damage starts, when simulating 100 cycles on a 1 mm diameter single-hole specimen (left) and the corresponding FE mesh (at right).
The definition of the stabilised cycle is very critical since the precision of the model predictions depends on it. This issue has been investigated by plotting the evolutions of the stress amplitude, the mean stress and their derivatives towards the number of cycles, according to the number of cycles. Here, because of the conic shape of the holes (Fig. 6 at right), the samples must have been simulated in 3D, inducing problems with about 200,000 degrees of freedom by using quadratic tetrahedrons. For each hole geometry we have considered a unique mesh by defining an average hole geometry for all the samples drilled in the same manner. However, the main computation costs came from the complexity of the elasto-viscoplastic behaviour law used for Haynes 188. Even by using multi-threading computations on four processors the modelling of the first hundred cycles took about five days at 900°C where the behaviour is the simplest. Consequently the number of 100 cycles was a good compromise in terms of computation times and accuracy of the lifetimes predicted numerically. At 600°C we did not succeed in making the computation converged and some works are in progress to solve this problem.

The results have shown that the lifetimes predicted at 900°C are rather close to those measured experimentally, especially when using the Variant formulation. In that case, the ratio between the numerical and experimental lifetime values remained lower than 7. And except for one test, in all other cases the modelling estimates were conservative which is crucial regarding the application.

The more detailed analysis of the simulations has revealed the important role of the multi-axiality of the stress state around the hole, and that depends strongly on its geometry. Indeed, for low stress amplitudes, the lifetime predicted by the models can change rapidly, even more than one order of magnitude, for a small change of the multi-axiality (Fig. 7 at left). This is particularly true for load cases with $R_\sigma = 0^+$. It would be very interesting of investigating compressive load conditions.

![Graph showing Iso-lifetime curves](image)

**Fig. 7** Iso-lifetime curves as a function of the multi-axiality of the stress state for $R_\sigma = 0$ (at left) and evolution of the lifetime predicted according to the distance from the hole free-edge of a 0.4 mm diameter hole (at right in a log-log diagram in order to emphasize the evolution near the hole free-edge).

The existence of a characteristic length has also been highlighted depending on the hole diameter. Indeed, for a given hole diameter, Fig. 7 shows that the lifetime predicted by the post-processing increases progressively from a minimum near the hole free-edge (where the stress is the highest, hence begins the damage) to a plateau value far from the hole (Fig. 7 at right). The range of this region with a higher stress state is about 4 mm for the 0.4 mm diameter holes and 6 mm for the 1 mm diameter ones (whatever the drilling process). For the 4 mm diameter holes it was not possible to estimate such a characteristic length since the samples were not large enough and there was an interaction with the side effect. A more precise analysis of the different quantities coming from the modelling has to be conducted in order to investigate further this issue.

### 5 CONCLUSIONS AND FURTHER WORK

This paper reports the isothermal LCF test results conducted on different single-hole specimens representative of cooling or dilution holes drilled in combustion chambers skin. Different techniques were used to assess the crack onset and propagation from the hole free-edge. The electric potential drop technique remains the reference method for short crack length, with the use of F.E. calibration when necessary. There was no evidence of laser drilling effect (percussion or trepan modes) on lifetime results. Concerning the gradient effect due to over-stresses at the hole free-edge, the LCF test results seem only affected at 600°C. In fact, the FE analysis has shown that a complex multi-axial state of stresses arises
around the hole that has a significant influence on the lifetime prediction. However, even if comparison between the lifetimes predicted and those measured experimentally has not been performed yet at 600°C because of numerical problems, at 900°C it has shown rather good results.

In a further work, multiple-hole configurations will be investigated to be more representative of the combustion chamber configuration with the possible interaction between the different dilution and cooling holes, including anisothermal situations. Moreover a new lifetime prediction scheme will be proposed in order to take into account thermal gradients and multi-axial loading with a modelling of the holes network by a homogenised law.
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ANALYSIS OF FRACTURE GROWTH IN THE LASER PEELING OF ULTRA-THIN GLASS


1 National Cheng Kung University, Tainan, Taiwan
2 Industrial Technology Research Institute, Tainan, Taiwan

Abstract: Laser peeling is a surface defect removal process involving irradiating laser pulses on edges of ultra-thin glasses. Mechanical- or laser-glass cutting induced edge defects are removed by peeling off a thin glass layer containing the cutting defects. The new surfaces of the ultra-thin glasses are defect-free and much less prone to cracking failure. In this study, the mechanism of this material removal process is investigated by using experimental and numerical approaches. From the analysis it is shown that the laser peeling is a controlled brittle fracture process driven by laser irradiation induced glass residual stress. A numerical fracture mechanics model is also developed to simulate the laser induced glass peeling.

Keywords: phase change; fracture mechanics; crack growth; residual strain

1 INTRODUCTION

Ultra-thin flexible glasses of thicknesses lower than 200 μm have been used extensively as the cover material for flat panel displays used from smartphones to televisions. The scratch resistances of these glasses are typically enhanced chemically by doping large-volume ions to introduce residual compressive stresses around glass surfaces and accompanying residual tensile stress in the interior of the glass. These strengthened glasses, while are much improved against mechanical loading applied on their surfaces, are still prone to shattering when loadings are exerted on the periphery of the glasses because cracks propagating from, for example, glassing cutting induced edge and corner defects. A direct and effective approach for mitigating the periphery cracking induced glass failure is to remove the pre-existing defects by mechanically polishing the periphery of the ultra-thin glass. Implementation of the periphery polishing process for small glass components used in hand-held electronics is relatively straightforward, but would be very complicated for large panels and glass rolls used in roll-to-roll (R2R) processing [1] because of the glass support issues. As an alternative solution to the mechanical polishing process, a novel technique for removing the micro-defects on the periphery of ultra-thin glasses is recently proposed [2]. In this approach, a CO2 laser with a suitable power is irradiated on the side-surface of the ultra-thin glass, which leads to a spontaneous peeling of a thin glass layer from the edge of the glass. As a result, the preexisting micro-defects are removed from the edge, the new edge of the glass becomes crack-free, and the strength of the ultra-thin glass is substantially enhanced. An example of the edge-surface quality improvement of a 100 μm-thick borosilicate glass resulting from the laser peeling process is shown in Fig. 1. From Fig. 1a it can be seen that the edge surface of a typically CO2-laser-cutted ultra-thin glass contains many microscopic defects. After the laser peeling process, a pristine edge-surface as shown in Fig. 1b is obtained. In addition, it can be seen from Fig. 1c that, the cutting induced rough edge becomes very smooth after the exposure to laser irradiation, which is an indication of glass melting and solidification.

Aside from improving edge quality of ultra-thin glasses, laser peeling of glass strips had been implemented for creating microchannels on glass substrates [3,4]. From experimental evaluation on the laser-peeling of ultra-thin glass edge and literature information on microchannel formation process, it was shown that the CO2 laser irradiation may lead to isolated or continuous cracking regions, melted region with surrounded cracking, or a continuous strip peeling off, depending on the laser power and scan speed. In order to optimize the laser parameters for specific materials and dimensions, it is important to comprehend the underlying physics of the peel-off process and develop a mathematical model for describing the process. A comprehensive model of the laser peeling problem would involve two main components: the laser irradiation induced transient heat transfer and material phase change phenomena, and the thermal and residual stresses induced fracture process. The heat transfer problem of the laser-peeling process have
been considered in another paper by using an analytical formulation [2]. This paper deals with the fracture aspect of the laser peeling process. A set of CO₂ laser irradiation experiments was first conducted to evaluate the effects of laser parameters and glass surface conditions on the strip peeling process for identifying the underlying mechanism. Because of the complications related to the phase change phenomenon and uncertainties in thermophysical properties of the glass, the fracture driving force was not calculated directly based on the thermal solutions in [2]. Instead, an indirect experimental approach was applied to estimate the laser irradiation induced residual strain. A numerical finite element model based on the experimentally measured strain was then developed for simulating the brittle fracture process and compared to experimental results for validation.

2 EXPERIMENTAL ANALYSIS

A schematic of the laser irradiation path used in the laser peeling process is shown in Fig. 2. In this process, the CO₂ laser is set to move along a pattern consisted of repeated straight-line legs above the edge of the glass slide, and it irradiates intermittently at a prescribed frequency \( f \). Given that the average emitting power of the laser is \( W \), the emitted energy per laser shot can be calculated as \( W/f \). In this study, laser peeling experiments were conducted on 100 \( \mu \)m-thick glass slides. The laser was set to emit with \( f = 10000 \) Hz, and it moved a stepping distance of 50 \( \mu \)m between two consecutive shots. The spot size of the laser shot was 150 \( \mu \)m. Length of each of the legs perpendicular and parallel to the edge of the glass slide were set as 1 mm and 50 \( \mu \)m, respectively. It thus can be calculated that the laser periodically returned to the top of the glass at a time interval of 2 ms. In addition, because the laser spot size used in this study is greater than the glass thickness and the laser stepping distance, there were 5 shots partially irradiated on the glass during each pass of the laser across the glass edge, and the total energy imparted upon the glass during each pass is equivalent to the energy delivered by 2 complete shots. With properly tuned laser power, the energy absorbed by the glass would cause a thin layer on the laser-heated glass edge to peel off.

![Fig. 1](image)

**Fig. 1** Scanning electron micrographs of the edge of ultra-thin glass, (a) the edge before laser peeling, (b) the laser-peeled surface, (c) starting point of the laser scanning path after peeling process

![Fig. 2](image)

**Fig. 2** Schematic of the laser scanning path
For investigating the peeling mechanism, glass slides prepared by a typical CO₂-laser cutting procedure were subjected to the peeling process under a constant laser power of 34 W. Shown in Fig. 3 is a partially peeled glass slide, for which optical micrographs as shown in Fig. 4 were taken at locations indicated with arrows. By examining the micrographs at the starting location of the laser peeling path (Fig. 4a) and the tip of the peeled glass strip (Fig. 4b), it can be seen that the laser peeling process induced a smooth cracking path starting from the surface of the glass, and then grew to and propagated at a constant depth around 160 µm underneath the surface. In addition, the surface topology of the glass edge changed from a rough appearance for the part without being subjected to laser peeling irradiation (Fig. 4a) to a smooth appearance for the part under the laser peeling irradiation (Fig. 4b). Upon further examination of Fig. 4b, it can be seen in the peeled strip that the surface layer of around 60 µm in thickness has a distinct appearance compared to the underneath glass. It can also be seen that the surface layer in Fig. 4b contains small bubbles, which implies glass melting and re-solidification due to laser irradiation. The micrograph of the glass at the laser scanning end point is shown in Fig. 4c, from which the end point can be identified by the change from a smooth edge to a rough one. It can be seen from Fig. 4c that the crack growth corresponding to the peeling process stopped at around 300 µm behind the laser scanning end point. In addition, the glass contains a second edge crack that started on the leading side and propagated to beneath the laser scanning end point. Shown in Fig. 4d is the new edge surface of the glass slide after the top layer was peeled-off. It can be seen from Fig. 4d that the new surface contains striation marks, but is much more pristine than the original edge surface.

To investigate the effect of laser power on the crack growth, laser-peeling experiments were performed on 10 ultra-thin glass specimens under power settings of 30 W, 34 W, and 38 W, respectively. Shown in Table 1 are the measurement results of the peeled glass thickness and laser-affected surface layer depth.

<table>
<thead>
<tr>
<th>Laser power (W)</th>
<th>Peeled strip thickness (µm)</th>
<th>Surface layer depth (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>165</td>
<td>62</td>
</tr>
<tr>
<td>34</td>
<td>171</td>
<td>64</td>
</tr>
<tr>
<td>38</td>
<td>206</td>
<td>67</td>
</tr>
</tbody>
</table>

Table 1 Effect of laser power on peeled strip characteristics
From Table 1 it can be seen that both peeled glass thickness and laser-affected surface layer depth increases as the laser power increases. Experiments were also conducted under laser powers outside of the 30-to-38 W range. It was found that the lower laser power did not induce continuous peeling, while higher laser power results in excessive cracking locally at laser irradiation site, and consequently, were inadequate for the laser peeling process. The effect of laser scan length on the peeling crack growth was also studied experimentally. For the cases of extremely short scan lengths (below 100 µm), crack growth was observed in some specimens but not in the others. As laser scan length increases, the maximum crack depth increases rapidly and reaches a stable depth as the scan length on glass edge reaches beyond 1000 µm.

3 LASER INDUCED RESIDUAL STRESS

From the experimental analyses it is concluded that the laser peeling process is essentially a brittle crack growth process. The driving force for the crack growth is quantified indirectly by experimentally measuring the residual deformation of the peeled glass strip. By assuming that the residual deformation in the glass is mostly due to the shrinkage of surface layer glass during its liquid-to-solid phase change, the residual stress state of the peeled glass strip as shown in Fig. 5 is modeled by using the Euler-Bernoulli beam theory. In this model, it is assumed that the laser-affected glass surface layer is subjected to a uniform phase change-induced residual strain \( \varepsilon^T \). The strain distribution in the peeled glass strip can be written as

\[
\varepsilon(y) = -\frac{y}{\rho}, \quad -\bar{y} < y < h - \bar{y}
\]  

where \( \rho \) is the radius of curvature of the peeled glass strip. The corresponding stress distribution in the peeled glass strip can be expressed as

\[
\sigma(y) = \begin{cases} 
-\frac{E\varepsilon^T}{\rho}, & -\bar{y} < y < h - t - \bar{y}, \\
-\frac{E}{\rho}(\varepsilon^T + \frac{y}{\rho}), & h - t - \bar{y} < y < h - \bar{y}, 
\end{cases}
\]

where \( E \) is the Young’s modulus of the glass, \( \rho \) is the radius of curvature of the peeled glass strip, \( \bar{y}, h, \) and \( t \) are the neutral axis height, thickness of peeled glass strip, and thickness of the laser-affected surface layer, respectively. By substituting Eq. 2 into and solving the force and moment equilibriums of the peeled glass strip given by

\[
\int_{-\bar{y}}^{h-t-\bar{y}} \sigma \, dy = 0, \quad \int_{-\bar{y}}^{h-\bar{y}} \sigma \, dy = 0,
\]

The residual strain and neutral axis height can be expressed as

\[
\varepsilon^T = -\frac{h^3}{6t(h-t)\rho}, \quad \bar{y} = \frac{(2h-3t)h}{6(h-t)}
\]

It can be seen from Eq. 4 that the residual strain associated with the glass re-solidification can be estimated from the experimentally measured peeled strip thickness and radius of curvature, and the laser-affected surface layer thickness.
Shown in Fig. 6 are the radii of curvature and residual strains obtained from the peeled glass strips by using 30 W, 34 W and 38 W laser settings. It can be seen that, while the radius of curvature of the peeled strip increases as laser power increases, the residual strain remains relatively unchanged at around -0.32%. The observation of constant residual strain over different power settings implies that the same thermophysical changes are experienced in the whole laser-affected zone, and the size of the laser-affected zone is related to the laser power setting. Consequently, it is feasible to model the laser peeling by considering the glass fracture under the driving force of a constant residual strain in the laser-affected surface layer.

4 GLASS PEELING SIMULATION

To validate the proposed mechanism and model the peeling process, numerical finite element procedure is applied to simulate the brittle fracture phenomenon. Because the laser affected region is limited to the edge surface of the glass and the residual stress can be approximated as in-plane loading, the ultra-thin glass is assumed to be in a plane stress state during the laser peeling process. In the numerical simulation, an ultra-thin glass of length 37.5 mm and width 15 mm is modeled by using two-dimensional quadratic finite elements. The Young’s modulus and Poisson’s ratio of the glass are 71.5 GPa and 0.21, respectively. The laser-affected path considered is along the top edge, starting at 7.5 mm from one corner and finishing at the other corner (total scanning length is 30 mm). Glass peeling driving force is considered by a uniform residual strain of -0.32% in the 60 μm-thick surface layer along the laser scanning path. It is assumed that the glass contains a pre-existing edge crack of length 15 μm at 30 μm away from the starting point and outside of the scan path. From experimental observations, it was shown that the initial edge defect does not
propagate until the length of the laser-affected zone reaches around 500 μm. It is therefore assumed in the finite element model that the length of the residual strained surface layer is 600 μm initially, and is kept at 600 μm ahead of the crack tip throughout the crack growth simulation.

To account for the square-root stress singularity at the crack tip, quarter-point singular finite elements were used for the crack-tip mesh. The strain energy release rate of the crack was estimated by post-processing finite element nodal solutions using virtual crack closure integrals [5]. The integrals were also used to determine the stress intensity factors and phase angle. Direction of the crack growth was obtained by using the maximum circumferential stress theory [6] given by

$$\frac{\partial \sigma_{\theta\theta}}{\partial \theta} = -\frac{3}{4} \frac{\cos (\theta/2)}{\sqrt{2\pi r}} \left[ K_I \sin \theta + K_{II} (3 \cos \theta - 1) \right] = 0,$$

where \((r, \theta)\) denotes the polar coordinates with origin at the crack tip, \(K_I\) and \(K_{II}\) are the Mode-I and –II stress intensity factors, respectively. The crack propagation simulation was performed by using an incremental approach: (i) calculating the fracture mechanics parameters for the crack model, (ii) extending the crack by another 15 μm in the direction angle obtained with (5), and (iii) repeating (i) and (ii) until the strain energy release rate decreases to a lower level.

Shown in Figs. 9 and 10 are the results of the crack growth simulation. It can be seen from Fig. 7 that the initial edge crack on the glass surface kinks and grows towards underneath the laser irradiated surface, and subsequently propagates in parallel to the edge at a depth averaging 167 μm, which is in good agreement with the experimental observation. It can also be seen from Fig. 7 that the strain energy release rate remains relatively constant around 15 J/m² during the whole process until the very end, at which point the strain energy release rate drops down to 11 J/m². The reduction in strain energy release rate as the crack tip arrives near the opposing edge of the glass can be attributed to the reduced residual stress near the free edge. From Fig. 8 it can be seen that, at the beginning stage of the crack growth, the phase angle increases from a negative value to zero, which provides the driving force for the crack to kink towards the bottom of the laser affected region. During the middle stage of the crack propagation, the phase angle remains constant at zero, and the crack is likely growing straight forward. As the crack reaches the opposing edge, the phase angle returns to a negative value, which implies the tendency of the crack kinking back to the surface of the glass. Based on the good agreement between the simulation results and experimental data, it can be concluded that the semi-experimental fracture model can be applied to study the effects of additional process setting and glass materials on the laser peeling process.

5 CONCLUSIONS

In this paper the process mechanism and a semi-experimental fracture growth model are proposed for considering the laser irradiation induced ultra-thin glass peeling. It is shown that the driving force for peeling fracture is the glass re-solidification related volume shrinkage of the laser-affected surface layer. In addition, the laser power does not change the process residual strain, but only affects the surface layer thickness. Optimization of process parameters for peeling ultra-thin glasses can therefore be achieved with the proposed glass peeling fracture growth model and a thermophysical model that considers the laser irradiation induced phase change process.
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FRACTURE BEHAVIOUR OBSERVATION OF METAL LAMINATES OF HIGH-STRENGTH STEEL AND AL7075-T6 AT DIFFERENT HIGH-VELOCITY PROJECTILE
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Abstract: This paper presents the behaviour of mixed triple-layered panels under ballistic impact at different initial projectile velocity. The fracture and damage behaviour has been investigated in terms of depth of penetration and energy absorption capability for different metal thickness combinations. The depth of penetration and energy absorption are closely related, and they are vital to be evaluated for the purpose of the ballistic performance. A numerical model of triple-layered panels mixed of high-strength steel and Al7075-T6 and a 7.62 mm armour piercing projectile were computationally modelled. The layer thickness combinations were constructed to achieve a range of 20% to 30% weight reduction from the existing ballistic resistant panel. The panels were subjected to an initial velocity of 400 m/s to 900 m/s. The depth of penetration and energy absorption were assessed. It is observed that at 400 m/s, maximum stress occurred at the end of penetration while at 900 m/s, maximum stress occurred at the start of penetration. It is found that panel with 25% weight reduction obtained the smallest depth of penetration and highest energy absorption capability. Based on the results, a better metal-laminate for ballistic resistant panel was then suggested for a specific use.

Keywords: Ballistic impact; depth of penetration; energy absorption; metal-laminates.

1 INTRODUCTION

Military industry nowadays is focusing on integrating the lightweight materials into the armoured vehicle designs to reduce the vehicle weight in order to improve the fuel consumption efficiency and vehicle maneuverability, without sacrificing the performance and safety [1]. Layering aluminium plate with high strength steel has become an interest in reducing the overall density of the armour vehicle body while improving the ballistic perforation resistance [2]. Impact performance of target panel mostly evaluated through the ballistic limit velocity, the fracture shape, the residual velocity and the loss of kinetic energy by the projectile [3-4]. Computational method has decreased the needs of expensive and time consuming experimental work on ballistic impact and it can access the parameter such as stress distribution on the target panel which cannot be extracted through experiment [5]. The effect of the layer thickness on the ballistic impact performance becomes an important consideration for further investigation. The application involving the survivability of passengers against the penetration by high velocity projectiles is important and demands complete understanding of the penetration process of the multi-layered plates subjected to ballistic impact.

Considering the importance, significant amount of work has been performed on the multi-layered panels subjected to projectile impact at high velocities. Previous studies have explored the behaviour of different combinations of layered composites armour [3-5] and most of the work has focused on the ceramic front layer and metallic composite back layer. Studies have also been done on the behaviour of different configuration layers comprised of mixed high strength steel such as Weldox 700E or Rolled-homogeneous armour (RHA) steel with aluminium alloys such as Al7075-T651 or Al5083-H116 against the ballistic impact [6-7]. The previous works concentrated on evaluation of ballistic limit velocity as a function of target thickness and also energy absorbed by various mechanism at different initial impact velocity. The penetration process occurs in two separate phases. These phases include firstly the initial penetration into the plate target and secondly the following perforation of the target as the projectile exits the target rear surface. The penetration phase involves a simultaneous process of projectile deceleration and erosion which causes the reduction in original length, and target plate plastic flow which causes the reduction in plate thickness [8].
The results from research work done by Forrestal et al. [6] and Übeyli et al. [7] emphasized that aluminium ductility can play a major role in resistance to impacts. An effective layering configuration and thickness of aluminium in a multi-layered ballistic resistant panel can improve its ballistic performance. To complete this assumption, this study is performed to investigate the behaviour of triple-layered configuration ballistic resistant panel mixed of high strength steel and aluminium alloy under ballistic impact using an explicit non-linear finite element program. Computational ballistic simulation was performed to analyse the effect of initial impact velocity on different triple-layered plates with different areal density, leading to the assessment of the depth of penetration, the energy absorption capability and the maximum stress.

2 FINITE ELEMENT METHOD

The geometrical model of projectile and target plate as in Fig. 1 was modelled using a commercial software package available for high velocity impact. The model shown consists of a double-layered target plate made of high strength steel (HSS) as the front layer and Al7075-T6 as the back layer, and STANAG 4569 level 3 7.62 mm armour piercing ammunition projectile. The projectile used is made of a brass jacket, lead filler and ogive nose hardened steel core, and the total mass of projectile is 10.04g [9]. A range of initial velocity 400 m/s to 900 m/s was used in this study because the lowest possible impact velocity categorised as ballistic impact is about 400 m/s [10] and 900 m/s is below the standard of initial velocity of the 7.62 mm projectile which is about 930 m/s [9]. As the concern of study is to evaluate the depth of penetration, maximum stress occurred on plate and energy absorbed by material constituting the plate due to velocity changes, the range can be considered relevant. The target plate was modelled as 50 mm diameter circular plate and fully clamped at the edge boundaries.

Three target plates as in Table 1 were chosen: plate A, plate B and plate C. All plates have same total thickness of 25 mm considering the thickness of existing armour vehicle panel which is about 25 mm. Plate RHA was made of existing ballistic resistance material and other plates were mixed triple layering configured of HSS and Al7075-T6 where the thickness of each layer was set to achieve 20% and 30% of original material weight reduction. At least 20% weight reduction is desirable in this study to improve mobility of existing armour vehicle according to current interest [11] and 30% weight reduction is the limit to ensure the flexural rigidity of the vehicle during extreme condition [12]. Both projectile and target plates utilized the Johnson-cook constitutive material model which has been commonly used for ballistic impact simulation. The JC model is chosen because it is able to determine the strain rate for temperature dependence material models and is expressed as [13]

$$\sigma_{eq} = \left( A + B e^{n \varepsilon_{eq}} \right) \left( 1 + \dot{\varepsilon}_{eq}^* \right)^c \left( 1 - T^{*m} \right)$$  \hspace{1cm} (1)

where $\sigma_{eq}$ is the equivalent stress, $\varepsilon_{eq}$ is the equivalent plastic strain, $A$, $B$, $n$, $C$ and $m$ are the material constants and $\dot{\varepsilon}_{eq}^* = \dot{\varepsilon}_{eq} / \dot{\varepsilon}_0$ is the dimensionless strain rate where it is a ratio of the strain rate and a user-defined strain rate. $T^{*m}$ is the homologous temperature and is given by $T^{*m} = (T - T_r)(T_m - T_r)$, where $T_r$ and $T_m$ represent the room temperature and the melting temperature, respectively. This modified JC material model has been successfully implemented to model impact on steel [7] and aluminium targets [6]. The JC parameters used in this study are tabulated in Table 2.
### Table 1 Target plate configuration

<table>
<thead>
<tr>
<th>Target Plate Name</th>
<th>Material</th>
<th>Mass Reduction (%)</th>
<th>Front Layer (mm)</th>
<th>Intermediate layer (mm)</th>
<th>Back layer (mm)</th>
<th>Initial velocity, $V_i$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plate A</td>
<td>HSS + Al7075-T6 + HSS</td>
<td>20</td>
<td>9</td>
<td>8</td>
<td>8</td>
<td>400-900</td>
</tr>
<tr>
<td>Plate B</td>
<td>25</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plate C</td>
<td>30</td>
<td>7</td>
<td>12</td>
<td>6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2 Material Properties and Modified Johnson-Cook model parameters [7, 6]

<table>
<thead>
<tr>
<th>Material Properties</th>
<th>RHA</th>
<th>HSS</th>
<th>AA7075-T6</th>
<th>Steel core</th>
<th>Lead cap</th>
<th>Brass jacket</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, $\rho$ (kg/m³)</td>
<td>7830</td>
<td>7860</td>
<td>2804</td>
<td>7850</td>
<td>10600</td>
<td>8520</td>
</tr>
<tr>
<td>Young’s Modulus $E$, (Gpa)</td>
<td>7.83</td>
<td>7.69</td>
<td>70</td>
<td>210</td>
<td>1</td>
<td>115</td>
</tr>
<tr>
<td>Poisson’s ratio, $\nu$</td>
<td>0.33</td>
<td>0.33</td>
<td>0.3</td>
<td>0.33</td>
<td>0.42</td>
<td>0.31</td>
</tr>
<tr>
<td>Yield Strength, $\sigma_y$ (MPa)</td>
<td>780</td>
<td>1250</td>
<td>480</td>
<td>1200</td>
<td>24</td>
<td>206</td>
</tr>
<tr>
<td>Strain Hardening, $\sigma_p$ (MPa)</td>
<td>362</td>
<td>362</td>
<td>477</td>
<td>50000</td>
<td>300</td>
<td>505</td>
</tr>
<tr>
<td>Strain Hardening exponent, $n$</td>
<td>0.106</td>
<td>1</td>
<td>0.52</td>
<td>1</td>
<td>1</td>
<td>0.42</td>
</tr>
<tr>
<td>Strain rate constant, $c$</td>
<td>0.004</td>
<td>0.0108</td>
<td>0.001</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Thermal softening constant, $m$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.68</td>
</tr>
<tr>
<td>Melting temperature, $T_m$ (K)</td>
<td>1800</td>
<td>1800</td>
<td>893</td>
<td>1811</td>
<td>760</td>
<td>1189</td>
</tr>
</tbody>
</table>

### 3 RESULTS AND DISCUSSION

A series of simulation was performed for Plate A, Plate B and Plate C, at initial projectile velocity of 400 m/s and 900 m/s. The simulation results for each plate at initial velocity of 400 m/s and 900 m/s were summarized in Table 3. Fig. 2 and Fig. 3 illustrate the condition of each plate with stress distribution pattern at time of 10us to 70 us for an initial velocity of 400 m/s and 900 m/s. The concentration of stress for each time was around the tip of projectile. The projectile was retaining its shape when penetrating the plate and the tip of the projectile was progressively deformed at the same time as the material in the panel was displaced and a hole was formed. Deformation occurred on the projectile nose during penetration has led to an immense heat generation and the material of the panel locally melts and loses all mechanical strength [14].

At velocity of 400 m/s, maximum stress was on plate at time 30us for all plates where plate started to distribute the stress to the whole panel to stop the projectile. Whilst at velocity of 900 m/s, maximum stress on plate occurred at time 10us for all plates as the plates had to withstand the high pressure and kinetic energy from this projectile and then it slowly degraded as the plate distributed the stress all over the plate. The pattern of the stress is dependable to the pattern of energy absorption partition for each plate. Fracture mechanism of a laminated plate is associated to the toughness of materials layering the plate. Fracture toughness is closely related to the energy absorption capability of a material. A higher energy absorption indicates that inter laminar fracture toughness is increasing [15].

### Table 3 Summary of results for each plate

<table>
<thead>
<tr>
<th>Plate</th>
<th>Initial velocity, $V_i$ (m/s)</th>
<th>Depth of Penetration (mm)</th>
<th>Contact Duration ($\mu$s)</th>
<th>Energy Absorbed by HSS (J)</th>
<th>Energy Absorbed by Al7075-T6 (J)</th>
<th>Maximum Stress (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>400</td>
<td>5.5</td>
<td>50</td>
<td>400.2</td>
<td>17.3</td>
<td>2.202</td>
</tr>
<tr>
<td>A</td>
<td>900</td>
<td>21</td>
<td>63</td>
<td>1980.7</td>
<td>694.4</td>
<td>2.303</td>
</tr>
<tr>
<td>B</td>
<td>400</td>
<td>4.5</td>
<td>50</td>
<td>395.5</td>
<td>29.5</td>
<td>2.646</td>
</tr>
<tr>
<td>B</td>
<td>900</td>
<td>21.7</td>
<td>64</td>
<td>1799.4</td>
<td>875.9</td>
<td>2.169</td>
</tr>
<tr>
<td>C</td>
<td>400</td>
<td>5.8</td>
<td>51</td>
<td>412.6</td>
<td>38.3</td>
<td>2.342</td>
</tr>
<tr>
<td>C</td>
<td>900</td>
<td>23</td>
<td>72</td>
<td>1633.4</td>
<td>1035.9</td>
<td>2.478</td>
</tr>
</tbody>
</table>
Plate Plate Condition

A

\(t=10\,\mu s\), \(\sigma=1.474\) GPa

\(t=20\,\mu s\), \(\sigma=1.657\) GPa

\(t=30\,\mu s\), \(\sigma=2.032\) GPa

\(t=50\,\mu s\), \(\sigma=1.978\) GPa

\(t=70\,\mu s\), \(\sigma=1.647\) GPa

B

\(t=10\,\mu s\), \(\sigma=1.469\) GPa

\(t=20\,\mu s\), \(\sigma=1.646\) GPa

\(t=30\,\mu s\), \(\sigma=2.236\) GPa

\(t=50\,\mu s\), \(\sigma=2.002\) GPa

\(t=70\,\mu s\), \(\sigma=1.635\) GPa

C

\(t=10\,\mu s\), \(\sigma=1.470\) GPa

\(t=20\,\mu s\), \(\sigma=1.656\) GPa

\(t=30\,\mu s\), \(\sigma=2.183\) GPa

\(t=50\,\mu s\), \(\sigma=2.288\) GPa

\(t=70\,\mu s\), \(\sigma=1.643\) GPa

Fig. 2 Stress distribution patterns of each plate at time between 10\(\mu s\) to 70\(\mu s\) at initial projectile velocity of 400 m/s.

---

Plate Plate Condition

A

\(t=10\,\mu s\), \(\sigma=2.173\) GPa

\(t=20\,\mu s\), \(\sigma=2.141\) GPa

\(t=30\,\mu s\), \(\sigma=2.303\) GPa

\(t=50\,\mu s\), \(\sigma=1.988\) GPa

\(t=70\,\mu s\), \(\sigma=1.981\) GPa

B

\(t=10\,\mu s\), \(\sigma=2.147\) GPa

\(t=20\,\mu s\), \(\sigma=2.169\) GPa

\(t=30\,\mu s\), \(\sigma=2.040\) GPa

\(t=50\,\mu s\), \(\sigma=2.101\) GPa

\(t=70\,\mu s\), \(\sigma=1.973\) GPa

C

\(t=10\,\mu s\), \(\sigma=2.478\) GPa

\(t=20\,\mu s\), \(\sigma=2.056\) GPa

\(t=30\,\mu s\), \(\sigma=2.076\) GPa

\(t=50\,\mu s\), \(\sigma=2.065\) GPa

\(t=70\,\mu s\), \(\sigma=1.938\) GPa

Fig. 3 Stress distribution patterns of each plate at time between 10\(\mu s\) to 70\(\mu s\) at initial projectile velocity of 900 m/s.

---

Fig. 4a-b show the energy absorbed by HSS for each plate at velocity of 400 m/s and 900 m/s. At a lower velocity of 400 m/s, the maximum energy absorption for each plate was comparable about 420 J. However, Plate B with 25% weight reduction achieved maximum energy absorption at 40 \(\mu s\) whereas Plate A and Plate C attained maximum energy absorption at 55 \(\mu s\). Similar energy absorption pattern for Al7075-T6 can be seen in Fig. 5a. The ability of Plate C which possesses the maximum weight reduction to absorb energy better than others has allowed the plate to stop the projectile at same length with Plate A which takes the
lowest weight reduction. At a higher velocity of 900 m/s, HSS layer of each plate has absorbed the most kinetic energy from the projectile resulting in much lower energy absorbed by the Al7075-T6 layer. Increasing intermediate layer thickness of Al7075-T6 while decreasing the front layer thickness of HSS seems to have good effect in absorbing the kinetic energy from the projectile. Plate B with 25% weight reduction successfully stopped the penetration at same length with Plate A with 20% weight reduction because of the improvement in energy absorption capability.

![Fig. 4](image1.png) **Fig. 4** Energy absorbed by HSS layer for each plate according to depth of penetration by the projectile for initial velocity of: (a) 400 m/s, and (b) 900 m/s

![Fig. 5](image2.png) **Fig. 5** Energy absorbed by Al7075-T6 layer for each plate according to depth of penetration by the projectile for initial velocity of: (a) 400 m/s, and (b) 900 m/s

4 CONCLUSION

The fracture behaviour of metal-laminate panels achieved 20% and 30% weight reduction from the original ballistic resistant panel has been observed. The layering configuration and thickness have been found to be sensitive to the fracture toughness and ability of a designated panel to resist projectile at different velocities. It was found that Plate B, the triple-layered configuration panel of thin front and back layers and thick intermediate layer distribute greater stress. The first layer of HSS eroded the projectile into fragments and acts as disruptor to the armour system while the second layer (AL7075-T6) absorbs the kinetic energy through plastic deformation and prevents unwanted projectile fragments from penetrating and acts as the absorber to the armour system. A hard surface backing layer has increased the ability of second layer to absorb energy and ensure the projectile not to fully penetrate the panels. Thus, the laminated plate B constituting HSS and AL7075-T6 in the triple-layered configuration and achieving 25% can be used to attain the ballistic performance of existing armoured vehicle panel and achieve weight-saving.
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CHARACTERING SELF MAGNETIC FLUX LEAKAGE ASSOCIATED TO BIAXIAL FATIGUE LIFE ESTIMATION USING WEIBULL-BASED METHOD
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Abstract: This study discusses the biaxial fatigue life prediction method using magnetic flux leakage signal parameters. Biaxial fatigue failure in engineering components cannot be detected during the early stages of the existence of micro cracks. Therefore, ferromagnetic components experience fatigue failure, as a result development on the stress concentration zone, under the influence of acting stress until completely fracture. The experiment is conducted using a combination of stress biaxial tensile stresses and torsional stress according to ASTM E2207 standards. Torsional stress is set to 15º normal to tensile stress. The magnetic flux signals are observed when the machine is stopped at a pre-determined interval cycle. From the results it is found that the biaxial fatigue defects can be detected, in which the magnetic flux signal indicate a significant change in the magnetogram graph. The correlation between fatigue life and signal biaxial magnetic flux is formed using the Basquin equation approach. Therefore, monitoring failure, using the metal magnetic memory method, can be used to predict the biaxial fatigue life.

Keywords: biaxial fatigue, ferromagnetic, magnetic flux leakage, non-destructive test, stress concentration zone

1 INTRODUCTION

Most engineering components are subject to more complex stresses, which are normal stress and shear stress. Every material undergoes a deformation process when subjected to stress. The deformation process that occurs through the severance and restructuring of the atomic bonds in the material can lead to cracking and fracture of the material when subjected to stress beyond the limits of the material strength or when subjected to constant stress, which causes fatigue failure in the material [1]. Fatigue failure occurs progressively as a result of repetitive stress cycles. This situation is largely determined by the maximum shear stress and the maximum normal stress in the structure of the material [2]. Therefore, a basic understanding of the combination of external loads, i.e. the normal stress and the shear stress, for components in the production of stress at a critical location is very important. A multi-axial analytical approach can be divided into three categories, namely stress-based, strain-based and energy-based [3].

The existence of micro-defects and local stress concentrations in metal structures are factors that cause failure and accidents in mechanical structures. The distributions of internal stresses in metals affect the service performance, where the internal stresses and defects in components are interdependent [4]. Non-destructive testing using the MMM method is based on a standalone analysis of the magnetic flux leakage (MFL) on the surface of the component to determine the stress concentration zones and defects in the metal structure [5]. Unlike most other non-destructive testing methods, this method can be employed for the early detection of defects [6].

Most ferromagnetic components operate in conditions where a multi-axial load is present, that is, from the complex geometry of the components or the external load that is applied. Normally the stress concentration due to the existence of micro cracks in the action of stress unable to be detected clearly in the early stages using macroscopic assessment. Fractures due to fatigue usually occur in areas of stress concentration, where there are microscopic defect zones, which are the main sources for the development of defects. Therefore, the MMM method is an alternative method for predicting the fatigue life of ferromagnetic components via a single correlation between the fatigue life and the magnetic flux leakage parameter. The MMM method provides a quick inspection and spontaneous monitoring of the surface of the component that is generating a self-magnetic flux leakage (SMFL) and detects the location of the stress concentration from...
the magnetic signal. The non-destructive testing method is adopted for the prediction of fatigue life as an alternative to the existing conventional methods as it is only based on the value of the magnetic flux leakage signal of the material.

2 METHODOLOGY

The experimental specimen, measuring 80 mm in length and 6 mm in diameter for SAE 1045, was prepared in accordance with ASTM Standard E8-01. The end holder of the specimen was hexagonal in shape, according to the appropriate holder for the machine, to prevent slippage during the application of torsional stress. A detailed drawing of the specimen is shown in Fig. 1.

![Actual specimen used in the experiment](image)

The experiments that were carried out were cyclic experiments using the 25 kN servo-hydraulic machine, as shown in Fig. 2. The cyclic experiments focused on the methods that were carried out to observe the magnetic signals and to monitor the existence of stress concentration zones on the specimen. Biaxial loading is set within 50% $S_u$ to 90% $S_u$ where $S_u$ value is 623 MPa which obtained from tensile test, where the range refers to the suitability of the cyclic stress for the specimen can withstand without failure on the safety factors [7]. Meanwhile the torsion loading is given by the 15° of twist angle. The fatigue life and the magnetic flux leakage signal parameters were the main results obtained for the characterization of the SAE 1045 metal under the biaxial loading. Observation of magnetic signals is carried out on specimens during the machine stopped where the load is removed, in order to avoid interference to the magnetic signal obtained. Scanning process is repeated at each cycle to get the average value until the specimen completely fractures for five selected stresses. The experiment was conducted according to ASTM E-2207 standards.

![Machine used in cyclic experiment, 25 kN servo-hydraulic](image)

3 RESULTS AND DISCUSSION

From the magnetogram distribution graph obtained, it was found that the values of parameters, $H_p$ and $dH/dx$, changed at an uneven rate due to the influence of stress on the specimen and interference during the observation process as recorded in Table 1. The changes throughout the observation process were caused by residual stress factors that remained in the specimen after the stress had been released [8].
Table 1 Magnetic flux leakage signal at each stage under biaxial loading

<table>
<thead>
<tr>
<th>% $S_u$</th>
<th>Observation Stage</th>
<th>Hp minimum (A/mm)</th>
<th>Hp maximum (A/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>Initial Fracture</td>
<td>219</td>
<td>379</td>
</tr>
<tr>
<td>60</td>
<td>Initial Fracture</td>
<td>196</td>
<td>467</td>
</tr>
<tr>
<td>70</td>
<td>Initial Fracture</td>
<td>215</td>
<td>373</td>
</tr>
<tr>
<td>80</td>
<td>Initial Fracture</td>
<td>213</td>
<td>369</td>
</tr>
<tr>
<td>90</td>
<td>Initial Fracture</td>
<td>224</td>
<td>312</td>
</tr>
</tbody>
</table>

It was found that throughout the observation of the magnetic signal, the fatigue life of the material could be divided into three stages according to the differences in the $H_p$ caused by the fatigue load cycle, as shown in Fig. 3. In the first stage, the $H_p$ value increased rapidly with an increase in the fatigue life. In the second stage, the $H_p$ value decreased and became almost stable, while in the final stage, the $H_p$ rebounded drastically before fracture. The $H_p$ values obtained from the experiment were in the range of 100 A/mm to 500 A/mm. In the early stages of fatigue failure, the decrease in the $H_p$ was due to the hardening or softening of strain, which caused changes to the placement structures. In the next fatigue cycle, the dislocation of the cell structures became stable and the surface intensity of the magnetic field decreased until there were no changes. In the final stage, the growth of micro-cracks occurred followed by macroscopic crack propagation, which resulted in a significant increase in the magnetic signals [9].

![Fig. 3](image-url) Distribution of magnetic value $H_p$ and magnetic gradient ($dH/dx$) at a distance of 80 mm on the metal specimen for (a) 0.5$S_u$, (b) 0.6$S_u$, (c) 0.7$S_u$, (d) 0.8$S_u$, and (e) 0.9$S_u$. 
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Under the action of external loads and a geomagnetic field, the magnetic domain structure at the position of the stress concentration for the ferromagnetic material is likely to be set at a particular direction, where it will remain unchanged in terms of its orientation. Even when there are no longer any stresses acting, the situation will result in leakage of the permanent magnetic field on the surface of the material [10]. The strength of the field leakage is related to the maximum stress imposed on the material, where the normal magnetization component will reach the value of zero in the stress concentration zone (SCZ).

A statistical approach was used to characterize the behaviour of the magnetic signal obtained. The analysis used in the characterization of this signal was the root mean square (RMS). The statistical analysis known as the root mean square (RMS) parameter was used to measure the amount of energy in the observed signal [11]. The RMS values indicated that a high energy signal was related to a long fatigue life, while a low energy signal was related to a short fatigue life. Fig. 4 illustrates that the total energy content for the distribution of this data increased with an increase in fatigue life, which showed a linear relationship for both the parameters, where the coefficient of determination, \( R^2 \) of 0.8707 was within the acceptable range.

![Fig. 4 RMS represent the magnetic energy signal for increasing fatigue life](image)

From the Weibull analysis on the coefficient of magnetic density shown in Fig. 5, the shape parameter was equal to 14.29. This value indicated that the instantaneous probability of the biaxial fatigue failure was increasing with the cycles and the coefficient of magnetic density values. Thus, this circumstance is also known as the wear out phase phenomenon. This happened due to the nucleation effect on the leading crack propagation. However, the scale parameter indicated the value by which 63.2% of all failures would have occurred. In this study, according to the signal pattern, the value of the scale parameter was 2.13 (A/m)/mm for all the stresses that were applied.

![Fig. 5 Weibull probability density function plot for the coefficient of magnetic density](image)

The plot provided information on the probability of failure at a specific parameter for a ferromagnetic metal under biaxial fatigue loading, which is a modification on the conventional method for predicting the critical parameters that contribute to the fatigue life of the material. Fig. 6 shows that the probability failure occurred between 10 and 100 cycles, which would happen at 1 to 3 (A/m)/mm, which are the average values for the coefficient of magnetic density. These values were indicators that assisted in the fatigue life prediction of SAE 1045 using the metal magnetic memory method. Probability values were estimated using the 90% confidence level correlation lines, which implied that 90% of the confidence intervals would include the true population parameter. A confidence interval is characterized as the probability that a random value lies within a certain
range. Thus, confidence numbers greater than 90% are considered statistically significant and this corresponds to values which are often prescribed in the practical field [12].

(a) (b)

**Fig. 6** Weibull cumulative probability plot of SAE 1045 steel for the following parameters - (a) coefficient of magnetic density, and (b) number of cycles

In this experiment, the coefficient of magnetic intensity was in the range of between 1.80 (A/m)/mm to 2.30 (A/m)/mm. This indicated that the observed coefficient of magnetic intensity was inversely proportional to the fatigue life of the material, as shown in Figure 7, where the coefficient of determination, $R^2$ was 0.9661. The coefficient of magnetic intensity was seen to decrease with an increase in the fatigue life of the material under the influence of an increasing stress, with the formation of a straight line on a log scale.

**Fig. 7** Correlation of coefficient of magnetic intensity with fatigue life for all types of equivalent stresses

The correlation, $K$ was generated by using Basquin’s equation, which is based on the fatigue-life curve equation. From the curve of the graph for the coefficient of magnetic intensity against the number of cycles, the following equation was obtained:

$$K = 3.2995(N_f)^{-0.134}$$

where $K$ is the magnetic intensity, 3.2995 is the coefficient, -0.134 is the exponent that fulfils the exponential range for ductile materials, as explained in subtopic 4.3, and $N_f$ is the number of fatigue cycles. Therefore, this mathematical representation can be initiated to produce a life prediction of any ferromagnetic materials under biaxial loading.

4 CONCLUSION

Magnetic flux leakage signals that are obtained from stress concentration zones in ferromagnetic metals are represented by the coefficient of magnetic intensity parameter. The coefficient of magnetic intensity, which is within the range of 1 to 3 (A/m)/mm, was seen to rise with an increase in the biaxial stress that was imposed. However, the coefficient of magnetic intensity was inversely proportional to the fatigue life, where the coefficient was small for a long fatigue life. This indicated that the magnetic flux leakage signal was interrelated with the biaxial stress action on the ferromagnetic material. The correlation equation for the coefficient of magnetic intensity and the fatigue life that was obtained for the purpose of determining the fatigue life of ferromagnetic materials based only on the value of the coefficient of magnetic intensity.
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Abstract: This paper presents the fracture behaviour of AZ31B materials with reinforcement of Carbon-Nanotube (CNT) and Lead subjected to gas gun testing through simulation and experiment. The study is divided into two parts, i.e. numerical simulation for gas gun and microstructure observation. Simulation accommodated Cowper-Symonds material constitutive model to observe the penetration effect and material fracture behaviour. The projectile used was a cone-nose type with diameter of 11 mm and made up of steel series of 1006. Initial velocity of the projectile was set at 600 m/s, and the sample thickness was set at 25 mm. The second part is an experimental observation the microstructure and CNT Constance on AZ31B. From the simulation results, it was found that the depth of penetration for the Magnesium alloy AZ31B reinforced with the CNT and lead shows a good agreement findings. The depth penetrations onto the simulation were obtained between 15 to 25 mm. The added reinforcement materials provide a reduction in the depth penetration of 39% compared to the original Magnesium alloy AZ31B. Thus, this type of magnesium alloy reinforced with the CNT and lead was found to be a suitable candidate material for ballistic resistant panel with weight saving determination.

Keywords: ballistic, CNT, depth of penetration, Lead, Magnesium alloy AZ31B

1 INTRODUCTION

Recent technology development in automotive field requires lightweight material which has high strength. Exploration of new materials has high impact in the study of changing in strain, especially when subjected to high velocity impact [1,2]. Changing strain at high velocity impact affects the material energy absorption and prevents the occurrence of fracture failure [3,4]. The magnesium alloy is characterized as lightweight materials and has high energy absorption capability. Magnesium alloys can naturally withstand impacts effectively because of their unique combination of high tensile strength, low density, and superior shock absorbency which are 100 times greater than that of ordinary aluminum alloys [4].

Magnesium has a hexagonal close-packed structure (HCP). This structure affects the strength and ductility of materials because there are voids between the molecules [5]. Therefore, it is necessary to have a material that is able to fill these voids in order to prevent the structural collapse of the material. The most suitable materials to fill those voids are carbon nanotubes (CNTs). CNTs have unique characteristics that can generate strong materials with enhanced energy absorption properties [6-8], and many researchers have acknowledged that CNTs can improve the strength of materials. CNT materials are produced from nano-technology for the purpose of filling the voids in structures and producing van der Waals bonds within them [9-11]. In addition, lead (Pb) materials are also being used extensively to increase the absorption of energy as well as to enhance the ductility of materials. Since an increase in the ductility of a material is directly proportional to the elasticity of the material, an increase in the lead content can have an effect on the enhancement of the ductility of AZ31B [12].

Magnesium alloy, AZ31B has high energy absorption capability. However, it has disadvantage of low ductility. The addition of reinforce material can affect changing in strain and material properties. The strength of the material was closely effect to the changing in strain, especially that material can
accommodate the high velocity impact. This study to observe the effects of changing strain on the material AZ31B with reinforcement Lead and CNT under high velocity impact. These additions affect the structure of magnesium alloy, AZ31B on the strain rate which result in improved energy absorption of materials.

2 METHODOLOGY

2.1 Sample preparation

Mixture of magnesium alloy, AZ31B with CNT and Pb were prepared using induction furnace. Ingot type for magnesium alloy, AZ31B were used. The reinforcement of materials into AZ31B was based on the weight percentage of Pb and CNT materials. The CNT has outer diameter of 10-30 nm, the density is 2.1 g/cm³ and it contains more than 90% purity. The Lead powder added contains 99.9% purity with density of 11.34 g/cm³. The process of reinforcement materials into the AZ31B utilized the Disintegrated Melt Deposition (DMD) method by which the ingot AZ31B were heated to the melting temperature. Heating process was done in the chamber with partly vacuum and Argon gas were induced into the combustion chamber at 25 mm/min. The function of Argon gas is to avoid the oxidation process of magnesium when it was melting. After the ingot was completely melted, the composition of CNT and Lead were added into the chamber through pipeline chamber. Specimen of AZ31B was reinforced with 0.5% of Pb and 0.1% CNT. Fig. 1 shows the induction furnace machine has been used for reinforcement process.

2.2 Microstructure observation

After CNT and Pb compositions had been added to the AZ31B, the uniformity of the mix had to be observed in the microstructure of the alloy. Fig. 2 shows the Scanning Electron Microscope (SEM) to observe the nano size of CNT on AZ31B. From the view of the grain boundary, a comparison could be made of the roughness of the material because the grain boundary plays a role in determining the relationship between the roughness and the strength of a material. This compound involved a mixture of nano-sized materials, with a size of between 10 nm, which required a SEM with a high magnification.
2.3 Simulation process

A specific simulation software package was used to develop a three-dimensional (3D) model for the ballistic tests. The 3D model shows the effect of ballistic impact on the AZ31B plate. Finite element analysis was used to accommodate the Cowper-Symonds (CS) material model. The CS material model was used because it considers the damage evolution in the fracture and the thermal sorting effect in the material behaviour. This model is commonly used for impact simulation [13]. The CS model is represented by the following eq. (1):

\[ \sigma_y = \sigma_0 \left[ 1 + \left( \frac{\dot{\varepsilon}}{C} \right)^\frac{1}{p} \right] \]

where \( C \) and \( p \) are the Cowper-Symonds coefficients, \( \dot{\varepsilon} \) is the strain-rate, \( \sigma_y \) is the dynamic stress or strength and \( \sigma_0 \) is the quasi-static stress or strength. The coefficients obtained for Eq. 1 are presented in Tables 1, along with the strain rate range of applicability and the mean squared value, \( R^2 \) for the tested materials. CS parameters for steel 1006 was referred to previous study [13] while the CS parameters for the magnesium alloy AZ31B and AZ31B + Pb + CNT were obtained from experimental work which involved the tensile test and split-Hopkinson pressure bar test.

Table 1 Material Properties and Cowper-Symonds model parameters

<table>
<thead>
<tr>
<th>Material Properties</th>
<th>Steel 1006</th>
<th>AZ31B</th>
<th>AZ31B +Pb +CNT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, ( \rho ) (kg/m(^3))</td>
<td>7872</td>
<td>1770</td>
<td>1770</td>
</tr>
<tr>
<td>Young's Modulus, ( E ) (GPa)</td>
<td>206</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>Yield Strength, ( \sigma ) (MPa)</td>
<td>165</td>
<td>220</td>
<td>220</td>
</tr>
<tr>
<td>Strain rate constant, ( C )</td>
<td>80</td>
<td>7124.56</td>
<td>3574.73</td>
</tr>
<tr>
<td>Strain rate exponent, ( q )</td>
<td>4</td>
<td>1.56</td>
<td>3.47</td>
</tr>
<tr>
<td>mean squared value, ( R^2 )</td>
<td>[13]</td>
<td>0.91</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Figure 3 shows the simulation model set up for gas gun and the projectile used was conic nose steel 1006 projectile with diameter of 11 mm. Energy equivalent method was used based on previous study [14] to determine the initial velocity required for this projectile and the initial velocity obtained was 600 m/s.

Fig. 4 shows the SEM representation of the magnesium alloy AZ31B and AZ31B + Pb + CNT. It could be seen that difference structure within original AZ31B and additional Pb and CNT content. However, the CNT content that had been merged into the structure of the material was not uniform because the parametric factors imposed were unequal. From previous studies [7], the addition of CNT increased the structural strength of the grains, which had been detected as a weak region. The CNT filled the space between the grains to strengthen the structure so that there was no sliding of molecules in the material to cause structural failure.

3 RESULTS AND DISCUSSION

Fig. 4 shows the SEM representation of the magnesium alloy AZ31B and AZ31B + Pb + CNT. It could be seen that difference structure within original AZ31B and additional Pb and CNT content. However, the CNT content that had been merged into the structure of the material was not uniform because the parametric factors imposed were unequal. From previous studies [7], the addition of CNT increased the structural strength of the grains, which had been detected as a weak region. The CNT filled the space between the grains to strengthen the structure so that there was no sliding of molecules in the material to cause structural failure.
AZ31B

AZ31B + Pb + CNT

**Fig. 4** SEM representation of AZ31B and AZ31B +Pb + CNT at (a) magnification of 10kx, and (b) magnification 50kx.

Figure 5 shows the materials deformation patterns of each plate at time between 6 µs to 115 µs at initial projectile velocity of 600 m/s. Fig. 6 shows stress distribution patterns of each plate at time between 6 µs to 115 µs at initial projectile velocity of 600 m/s. Based on the simulation observation, the concentration of stress for each time was around the tip of projectile. The projectile was retaining its shape when penetrating the plate and the tip of the projectile was progressively deformed at the same time as the material in the panel was displaced and a hole was formed. Deformation occurred on the projectile nose during penetration has led to an immense heat generation and the material of the panel locally melts and loses all mechanical strength [15].

Figure 7 (a) shows the energy (J) was absorb through on magnesium alloys AZ31B and AZ31B +Pb +CNT. It can be seen that the resulting graph of response shows the energy absorption of the magnesium alloys is uniform at 50 µs for AZ31B +Pb +CNT and at 80 µs for AZ31B. Fig 7 (b) shows the velocity (m/s) decrease through the plates. Fig. 8 shows the energy absorption responde through depth of penetration of each plate. From the analysis, the AZ31B plate was totally paneterate but the bahaviour of material it self still can be support the energy from projectile to stoped it. The AZ31B +Pb +CNT can support the projectile with 15.06 mm penetration. It seam the reinforcement of CNT and Pb onto AZ31B will decearese about 39.76 % of depth penetertion.
**Fig. 6** Stress distribution patterns of each plate at time between 6 µs to 115 µs at initial projectile velocity of 600 m/s.

**Fig. 7** (a) Trend of energy absorption increase through plates, (b) Trend of velocity decrease through plates.

**Fig. 8** Energy absorption response through depth of penetration.

**4 CONCLUSION**

The fracture behaviour of magnesium alloy with reinforcement Pb and CNT was reduce the depth of penetration up to 39% compared to original material. Reinforcement material such as Pb and CNT will be increasing capability of energy absorption of materials. Energy absorption was important factors in controlling the depth of penetration. However, fracture failure occurred because the energy applied was beyond the energy absorption. Thus, the use of magnesium alloy in ballistic applications is feasible, but several of its properties need to be improved. Furthermore, addition of an element in the original alloy composition enhances the durability characteristics and results in a difference in energy absorption.
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Abstract: The strengthening of age-hardened Cu-Ni-Si alloys are attributed to the precipitation of a nano-size δ-Ni2Si phase in the copper matrix. In aging process, large heterogeneous precipitates are formed, followed by the generation of discontinuous precipitates which bring a detrimental effect on mechanical properties. However, there are few studies on the effect of heterogeneous precipitates and discontinuous precipitates on fatigue behaviour. The present study was performed in an attempt to obtain a better understanding on the effect of the precipitates on fatigue behaviour of Cu-Ni-Si alloy.
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1 INTRODUCTION

Precipitate strengthened Cu-Ni-Si alloys [1] have been widely used in electrical/electronic components. In spite of the comparatively early discovery of the age hardening effect in this alloy system, relatively little work has been published on mechanical properties of the alloys [2-4], in general, and its fatigue characteristics, in particular. For the actual structural applications, the fatigue characteristics should be clarified for safe design and maintenance of components. To develop Cu-Ni-Si system alloy for improving the fatigue resistance, a fatigue mechanism, such as crack initiation and propagation, should be clarified. The fracture surfaces of Cu-Ni-Si alloys analysed by a scanning electron microscope (SEM) have showed intergranular facets, leading to a hypothesis that grain boundaries (GBs) were an origin of fatigue crack [2,3]. Up to now, however, there was no clear evidence for crack nucleation at the GBs.

The strengthening of Cu-Ni-Si alloys are attributed to nano-size δ-Ni2Si intermetallic compounds precipitated in the copper matrix due to aging. During subsequent aging, however, large heterogeneous precipitates are formed, in addition, some parts of matrix are transformed into discontinuous precipitate (DP) phases. At a later stage of aging, the matrix is fully transformed into DP phases which bring a detrimental effect on mechanical properties. However, there are few studies on the effect of large heterogeneous large precipitates and scattered DP phases on fatigue behaviour.

The present work was performed in an attempt to obtain a better understanding on fatigue damage of precipitate strengthened Cu-Ni-Si alloy. In this regard, clear evidence of the crack initiation from GBs and the effect of DP phase on the behaviour of fatigue cracks was shown.

2 EXPERIMENTAL PROCEDURES

Cu and Si 99.99% pure, and 99.9% pure Ni were used as alloying elements for the fabrication of the Cu–6wt%Ni–1.5wt%Si alloy ingots by induction melting. The ingots were cold-rolled with 80% reduction in thickness, and were subsequently solution heat-treated at 980 °C for 1 h and aged at 500 °C. Large amounts of Ni and a Si content of about 7.5 wt% increased the precipitation driving force because of the large difference between the supersaturated alloy matrix composition and the equilibrium solution limit [5], reducing the aging time. Fig. 1 shows an optical micrograph of the Cu–6Ni–1.5Si alloy, showing the change in microstructure with an increase in aging time. After 30 min aging, bright and dark/tarnished grains were formed. The dark grains were DP phase. In this study, the solution heat-treated alloy was aged at 500 °C for 30 min. The microstructure was observed using an optical microscope (OM, GX51, Olympus) and a SEM (JSM-6610LV, JEOL). The characterization of precipitates was carried out using a 200 kV field-emission transmission electron microscope (TEM, JEOL-2100F, JEOL) equipped with an energy-dispersive X-ray spectroscopy (EDS) detector along with a scanning TEM. The 3-mm-diameter, 100-μm-thick disk was
prepared for TEM observation by mechanical polishing with a digitally enhanced precision specimen grinder (DEPS-101, Total Solution) and dimpling by a dimple grinder (656 dimple grinder, Gatan).

**Fig. 1** The change in an optical micrograph of the Cu–6Ni–1.5Si alloy during an increase in aging time

The microhardness was measured using a Vickers hardness tester (MXT70, Matsuzawa) with an applied load of 1 N and tensile tests (4 mm diameter specimen) were performed on a tensile testing machine (4206, Instron) with a loading speed of 10 mm/s at room temperature. Round bar fatigue specimens with 5 mm diameter (Fig. 2a) were machined from the aged samples. Although the specimens had a shallow partial notch (Fig. 2b: 2.5 mm radius and 0.1 mm depth), the fatigue strength reduction factor for this geometry was close to 1, meaning that they could be considered plain. To remove any surface layer affected by the preparation, a layer of approximately $\approx 25 \mu m$ was electrolytically polished from the surface of the specimen prior to fatigue testing. All fatigue tests were carried out at room temperature using a rotating bending fatigue machine (constant bending-moment type) operating at 50 Hz. The fatigue damage on the specimen surface and on the fracture surface was observed by using OM and SEM. The crack length, $l$, was measured along the circumferential direction of the surface using a plastic replication technique. The stress value referred to is that of the nominal stress amplitude, $\sigma_a$, at the minimum cross-section (5 mm diameter).

**Fig. 2** The fatigue specimen: (a) shape and dimensions and (b) the details of a partial notch (in mm)

### 3 EXPERIMENTAL RESULTS AND DISCUSSION

#### 3.1 Microstructure

Fig. 3a shows an optical micrograph of the Cu–6Ni–1.5Si alloy with bright and dark/tarnished grains. Fig. 3b shows high-resolution TEM (HRTEM) images of the matrix (bright grains). Disc-shaped precipitates from aging were observed, which were identified as $\delta$-Ni$_2$Si intermetallic compounds by an optical diffractogram (Fig. 3c). SEM observation of the dark grains at high magnification showed that the cellular structure consisted of Ni$_2$Si precipitates with an extremely high aspect ratio (Fig. 3d). The Ni$_2$Si intermetallic compounds were found to precipitate as spherical particles, and DPs formed simultaneously in a small fractioned area in the matrix. This is because a difference in precipitation kinetics was present in the matrix, in particular near the GBs, under the same aging conditions. The DPs are generally formed by the growth

**Fig. 3** Microstructure by aging at 500°C for 30 min after solution treatment at 980°C for 1 hr: (a) microstructure by OM; (b) HRTEM images of continuous precipitated structure; (c) SADP of continuous precipitated structure; (d) microstructure of discontinuous precipitated structure by SEM
of newly generated moving GBs that act as a solute diffusion path. The precipitates grow perpendicular to their moving direction along the lower interface energy between the precipitates and the alloy matrix [6], forming a cellular structure with fibre-like precipitates.

The SEM bright-field TEM, and HRTEM micrographs in Fig. 4a–c present the microstructure around GB areas; large δ-Ni2Si particles heterogeneously precipitated along the GBs can be observed (Fig. 4b). An enlarged image of the large δ-Ni2Si particle region was shown in Fig. 4c. The fast diffusion along the GBs appeared to lead the formation of precipitates at GBs and subsequent rapid growth (heterogeneous precipitates shown in Fig. 4b and c). In addition, very large particles, larger than several micrometres, were observed on GB areas (shown in Fig. 4a). These large particles might be classified as inclusions that had already existed before aging or as large heterogeneous precipitates. Further evidence and discussion are needed to elucidate the formation mechanism of these very large particles. In the bright-field TEM image of GB areas (Fig. 4b), a band-like bright zone along the GBs indicated the precipitate-free zone (PFZ) that was formed as the result of solute atoms’ absorption near the heterogeneous precipitates.

![Fig. 4 Microstructure around GB areas: (a) SEM micrograph; (b) bright-field TEM image; (c) HRTEM image of heterogeneous δ-Ni2Si precipitate](image)

### 3.2 Tensile properties and fatigue behaviour

Fig. 5 shows the stress-strain curve of the Cu–6Ni–1.5Si alloy, showing a tensile strength of 820 MPa, a yield strength (0.2 %) of 634 MPa and a tensile elongation of 14.3% (average of 3 specimens). The value of Vickers hardness was 259.

![Fig. 5 The stress-strain curve of Cu-6Ni-1.5Si alloy](image)
around a crack initiated during cyclic stressing at \( \sigma_a = 400 \) MPa. At an extremely early fatigue stage \( (N/N_f = 0.064) \), a crack was formed at GBs \( (N_f = 6.25 \times 10^4) \). After the initiation, the cracks grew with shear mode along the slip orientation of adjacent grains. The monitoring of subsequent crack growth behaviour showed that large cracks greater than 1-mm-length (stage II crack) continued to propagate with the shear mode. It has been shown that the stage II crack propagation along crystallographic slip planes is commonly observed in 6061-T6 aluminium [7, 8] and Cu-6Ni–2Mn–2Sn–2Al alloys [9]. To monitor the crack initiation and propagation behaviour at \( \sigma_a = 400 \) MPa in detail, the monitoring was conducted for the partial notched areas. At the initial fatigue stage of fatigue (e.g., \( N < 10^4 \) cycles, \( N/N_f < 0.16 \)), seven cracks with the length longer than grain size were observed while they were initiated at GBs. Limited number of initial cracks initiated over the whole surface became fatal, leading to the final fracture of the specimen. Regarding the crack paths just after the initiation, two types of growth paths were recognized: one along slip planes in adjacent grains and the other along GBs. Indeed, seven cracks at an initial fatigue stage were generated in the monitored areas; however, six out of the seven cracks grew along the slip planes of grains, like the cracks shown in Fig. 6. At a later fatigue stage (e.g., \( N/N_f \geq 0.20 \)), the number of cracks along the GBs just after generation increased gradually with increasing stress cycles.

The bright-field TEM image around GBs indicated band-like PFZs along GBs and large heterogeneous \( \delta \)-Ni\textsubscript{2}Si particles (Fig.4b). Accordingly, nonuniform distribution of particles and the PFZs along GBs should give rise to localized high-stress/strain fields, which contribute to crack initiation. After the initiation, fatigue cracks propagated along the slip planes of grains contiguous to the GBs because of a weakened slip resistance in PFZs, followed by continued propagation inside the grains as the result of high stress concentration at the crack tips. The effect of the PFZs on the crack initiation behaviour has been discussed in other classes of precipitate strengthened metallic materials [10, 11].

Fig.7 shows the crack initiation in DP phases. A 10 \( \mu \)m-length crack was initiated at \( N = 2.8 \times 10^5 \) \( (N/N_f = 0.54) \). The initiation site was inside the DP, not at DP phase boundaries. The initiation time from DP was extremely later than that from GBs, showing the harmlessness of scattered small size DP on crack initiation.

**Fig. 6** The change in surface states: (a) at \( \sigma_a = 240 \) MPa \( (N_f = 5.19 \times 10^5) \). To prevent the crack initiation from GBs damaged by etching, etched specimens were fatigued after polishing off a layer of a few micrometres from the surface. After a grain-sized crack was initiated, the surface was etched to reveal the microstructure; (b) magnified view of highlighted area in (a); (c) at \( \sigma_a = 400 \) MPa \( (N_f = 6.25 \times 10^4) \).
In general, crack paths along crystallographic slip planes, GBs, and twin boundaries were commonly observed. The paths along DP phase boundaries were not often observed, whereas a crack occasionally passed through the DP phase (refer to crack paths in the DP phase at lower-right corner of Fig. 6a). The examination of crack paths suggested that fatigue cracks propagated with more difficulty along DP phase boundaries than along GBs. This might be because of the absence of PFZs and a smaller heterogeneous particle size at DP phase boundaries. The precipitates in the DP structure grew inwards, into the grain, by GB diffusion (in other words, the growth of newly generated moving GBs was in the direction of the inner grain), leading to a more homogeneous structure around DP phase boundaries than that around GBs. Consequently, the occurrence of small-size DP phases had negligible effects on the fatigue strength of the present alloy in spite of the mechanically detrimental effect of DP phases [12].

Fig.8 shows the crack paths formed at $\sigma_a = 240$ MPa. Over 70% of paths were along slip planes. The crack paths shows the zig-zag manner, indicating the roughness induced crack closure on the crack growth [13].

4 CONCLUSIONS

The main findings of this study on the behaviour of fatigue cracks can be summarized as follows:

1. The precipitate strengthened Cu–6Ni–1.5Si alloy (0.5 h aging) showed a second phase (nano-size $\delta$-Ni$_2$Si) in the copper matrix, heterogeneously precipitated $\delta$-Ni$_2$Si particles and PFZs around GB areas.

2. Regardless of applied stress amplitudes, the fatigue cracks in the precipitate-strengthened Cu–6Ni–1.5Si alloy were found to originate from the GBs. The heterogeneously large particles and PFZs induced a localized high-stress/strain distribution which led to the crack initiation, followed by the crack growth along slip planes in grains sharing GBs.

3. The crack propagation along GBs just after the initiation occurred occasionally in the cases in which neighbouring grains had no favourable crystallographic slip planes.
4. A small number of scattered discontinuous precipitation phases were observed in the matrix, but the effect of such phases on the fatigue strength was negligible in spite of the mechanically detrimental effect of DP phases.
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DRY FRICTION AND WEAR PROPERTIES IN MICRO-SCALE
RECIPROCATING SLIDING CONTACT OF HIGH CARBON-CHROMIUM
BEARING STEEL
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Abstract: Effects of the reciprocating sliding contact with very small amount of relative motion on the friction and wear properties were investigated under dry condition. A novel ring-on-ring test was performed by making use of a hydraulic-controlled combined axial and torsional fatigue testing machine. The material investigated was a heat-treated SUJ2 (high carbon-chromium bearing steel) with a Vickers hardness of 753. The tests were conducted under the relative displacement of 240 µm, mean contact pressure, \( p \), of 10, 50 and 100 MPa, and sinusoidal frequency of 1 Hz. The time variations of frictional force, pressure and relative displacement between contact surfaces were precisely monitored during testing. The morphology of worn surfaces was microscopically observed by using an optical microscope. The relationship between frictional force and relative displacement exhibited a nearly parallelogram hysteresis loop. The kinetic friction coefficients were about 0.5 for \( p = 10 \) MPa and about 0.8 for \( p = 50 \) and 100 MPa. Under \( p = 10 \) MPa, weak adhesion was observed on the contact surfaces, while under \( p = 100 \) MPa, strong adhesion was observed. This may account for the friction coefficient depending on the contact pressure.

Keywords: Crack face interference; ring-on-ring test; high pressure condition; coefficient of friction; bearing steel

1 INTRODUCTION

Rolling contact machine elements like bearing have a problem of delamination failure such as flaking. It is known that this failure is intimately related to not only opening-mode (mode I) but also share-mode (mode II and mode III) fatigue crack growth [1-4]. Therefore, a new design method based on fracture mechanics is required to produce more reliable bearings. Generally, the interaction of opposing crack faces (i.e., crack face interference) can have a great influence on the share-mode fatigue crack growth and the threshold behaviour unlike in the case of opening-mode fatigue crack. Therefore, it is necessary to understand the mechanism of friction and wear on crack faces. However, it is difficult to conduct a qualitative research for friction and wear on real crack faces in material. For this reason, a fundamental study with a simplified experimental setup is needed. Further, it is realistic to conduct tests with two surfaces to reproduce the crack faces that undergo the cyclic reciprocating sliding contact. In our previous study [5], the ring-on-ring test method, in which two end faces of cylinders were mutually contacted and relatively cyclically twisted by using a servo-hydraulic combined axial and torsional fatigue testing machine, was developed. This method has a lot of advantages such as the absence of edge of contact surfaces and the flexible settings for contact pressure, tangential force, relative displacement and cyclic frequency during the test. It is easy to define the coefficient of friction that represents frictional characteristic between contact surfaces, and it is possible to determine the coefficient as functions of contact pressure, number of cycles and relative displacement. In the previous study [5], the cyclic reciprocating relative slip contact tests for Cr-Mo steel were conducted with the micro-meter level of relative displacement. In this paper, the friction and wear properties of bearing steel were investigated under comparatively high pressure condition because a very large pressure above 1 GPa is loaded on the actual bearings.
2 EXPERIMENTAL METHOD

The material investigated was a JIS SUJ2 (high C-Cr bearing steel), which was held at 840 °C for 30 minutes, oil hardened then tempered at 170 °C. Table 1 shows the chemical composition in mass%. The Vickers hardness, \( Hv \), measured with a load of 9.8 N was 753. Fig. 1 shows the shape and dimensions of the specimen. The end surfaces of hollow cylinders were finished by polishing with emery papers and then buffing with an alumina paste. An MTS servo-hydraulic combined axial and torsional fatigue testing machine was used to conduct the ring-on-ring test. This machine was designed to carry out the fatigue test in which axial force or displacement and torsional torque or angle were flexibly superimposed. The capacities are 100 kN for axial load and 1000 Nm for twisting moment. The operating frequency, \( f \), is up to 60 Hz.

In this experiment, the end faces of hollow cylinders shown in Fig. 1 were attached to each other and the static compression were applied. While maintaining this state, the sinusoidal displacement with constant angular amplitude, \( \theta \), was applied by rotating the specimen at the driving side under the control of angular displacement, as illustrated in Fig. 2. The symmetrical relative sliding motion was generated on the contact surfaces. The test was conducted at room temperature.

In this tests, the nominal contact pressure, \( p \), was defined as:

\[
 p = W / A. \tag{1}
\]

where \( W \) is the static compressive force measured by a load cell equipped in the testing machine. \( A \) is the nominal contact area and a value of 44.0 mm\(^2\) was used for the calculation. The tangential force, \( F \), was defined as:

\[
 F = T / r. \tag{2}
\]

where \( T \) is the twisting moment measured by the load cell, and \( r \) is the mean radius of hollow cylinder. Its nominal value of 7.0 mm was used. The relative displacement at the contact surfaces, \( S \), was defined as:

\[
 S = S_D - S_F. \tag{3}
\]

\( S_D \) and \( S_F \) are the displacements of the driving side specimen and the fixed-end side specimen, respectively. These displacements were measured by a laser displacement meter (KEYENCE: LK-H020). A mirrored thin plate made from cermet tip was used as a target of laser light, and the target was attached to the jig made by a 3D-printer, as shown by Fig. 3. The material of jig was light ABS resin, so its inertia was negligibly small. The jig was mounted on the specimen surface with a distance of 3 mm from the edge of hollow cylinder. 4-point support was used to fix the jig to the specimen (cf. Figs. 2 and 3).

In essence, uniform contact on the contact surface is necessary during the test, but it was not so at the initial contact. Therefore, to attain the condition of uniform contact before starting the test, the contact surfaces were rubbed to each other under the conditions of \( p = 25 \) MPa, \( \theta = 10 \) deg, \( f = 1 \) Hz and the number of reciprocating cycles, \( N \approx 1000 \) cycles. Uniform contact was checked by 4 strain gages attached to the specimen surface (cf. Fig. 2). Accordingly, the contact surfaces were already worn by rubbing before the actual test.

<table>
<thead>
<tr>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Cu</th>
<th>Ni</th>
<th>Cr</th>
<th>Mo</th>
<th>O(_2)</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.01</td>
<td>0.25</td>
<td>0.34</td>
<td>0.017</td>
<td>0.007</td>
<td>0.10</td>
<td>0.05</td>
<td>1.41</td>
<td>0.03</td>
<td>5 ppm</td>
<td>20 ppm</td>
</tr>
</tbody>
</table>
3 RESULTS AND DISCUSSION

3.1 Coefficient of kinetic friction

Fig. 4 (a) shows the variations of the tangential force, $F$, and the relative displacement, $S$, as a function of time, $t$, which were observed under a contact pressure, $p = 50$ MPa, $f = 1$ Hz, a range of relative displacement, $\Delta S = 240 \, \mu m$ and $N = 100$ cycles after the beginning of test. The time variation of $S$ was approximately sinusoidal curve, but that of $F$ was approximately square waveform. Fig. 4 (b) shows the relationship between $F$ and $S$ in the dashed area of Fig 4(a).

The relationship between $F$ and $S$ exhibited nearly parallelogram hysteresis loop. The boundary of static and kinetic friction was not clear. An expected relationship between $F$ and $S$ for hollow tubular specimen in the case of full adhesion was shown as a straight line in Fig. 4 (b). The initial slope in the test was smaller than this line. The horizontal change of $F$ corresponds to the entire slip happened at contact surfaces. In this study, the coefficient of kinetic friction for the entire slip was defined as:

$$\mu_k = \frac{F_{km}}{W}. \quad (4)$$

where $F_{km}$ is the mean of tangential force during the entire slip. With this equation, $\mu_k \approx 0.8$ was obtained.

In this study, to investigate the effects of high contact pressure, the tests were conducted by changing the pressure, $p$, with in constant angular amplitude, $\theta$. Fig. 5 shows the relationships between $F$ and $S$ that were observed under $p = 10$, 50 and 100 MPa, respectively. They were measured at $N = 10$, 100, 1000 and 10000 cycles. Each relationship exhibited approximately parallelogram hysteresis loop and that shapes were same independently of $N$. The coefficient of kinetic friction at $p = 10$ MPa was $\mu_k \approx 0.5$ and $\mu_k \approx 0.8$ at $p = 50$ and 100 MPa. This result suggests that the coefficient of kinetic friction is dependent on the magnitude of $p$. To clarify the reason, a series of close observation was conducted.
3.2 Observation of the contact surfaces

Fig. 6 shows the contact surface just before starting test, from which the free debris have been removed by ultrasonic cleaning after the rubbing. A lot of roughness of the adhesive wear debris can be seen on the surface.

Subsequently, the surfaces tested under the condition of $p = 10$ and $100$ MPa, $f = 1$ Hz, $\Delta S = 240$ $\mu$m and $N = 10000$ cycles were observed without cleaning. Fig. 7 shows the contact surface under $p = 10$ MPa, and Fig. 8 shows that under $p = 100$ MPa. The surfaces shown in Figs. 6 and 7 are very similar, but Figs. 6 and 8 are quite different. The layers shown in Fig. 8 would be those debris that were gathered on contact surfaces.

Then, the contact surfaces were observed after removing free debris by cleaning. We cleaned the contact surfaces by pasting an acetylcellulose film dipped in methyl acetate on the surface and then by peeling it off after drying. Fig. 9 shows the surface under $p = 10$ MPa. The abrasive powder were firmly adhered to the surface. In this condition, it was assumed that the wear hardly occurred and the condition of the surfaces
was almost the same as the initial state of the test (cf. Fig. 6). Fig. 10 shows the surface under $p = 100$ MPa. A large amount of abrasive powder was removed and the base metal can be seen over large area. The whole area of the base metal was severely damaged and in particular the area surrounded by white dot line in Fig. 10 suffered a great deal of damage. It is likely that the strong adhesion occurred in this area. It was assumed that this difference between the center of surface and the verge was related to possibility of the powder emission. The powder around the edge could be ejected to the outside, but that in the center of surface would remain and accumulate. Therefore, the center of base metal was protected by the layer of the abrasive powder, and thereby the damage in the center of contact surface was less than that at the both side edges.

**Fig. 6** Contact surface after rubbing and ultrasonic cleaning.

**Fig. 7** Worn surface observed after the test cycled until $N = 10^4$ cycles under the conditions of $\Delta S \approx 240$ µm, $p = 10$ MPa and $f = 1$ Hz.

**Fig. 8** Worn surface observed after the test cycled until $N = 10^4$ cycles under the conditions of $\Delta S \approx 240$ µm, $p = 100$ MPa and $f = 1$ Hz.

**Fig. 9** Contact surface observed after removing free debris from the worn surface shown in Fig. 7.

**Fig. 10** Contact surface observed after removing free debris from the worn surface shown in Fig. 8.
Furthermore, after the end of the test, we noticed small breaking sound when the specimens were separated. This may be an evidence that a strong adhesion occurred at the verge of contact surfaces. The extent of adhesion on the contact surfaces was very limited when \( p = 10 \) MPa, and the coefficient of kinetic friction was \( \mu_k \approx 0.5 \). On the other hand, it is considered that when \( p = 100 \) MPa, the friction force increased with the occurrence of strong adhesion, and the coefficient became as large as \( \mu_k \approx 0.8 \).

4 CONCLUSIONS

The cyclic reciprocating sliding contact experiment for JIS SUJ2 (high carbon-chromium bearing steel) was conducted to investigate the characteristics of friction and wear and the effects of static load and the number of reciprocating cycles. The obtained results are summarized as follows:

- The relationship between friction force, \( F \), and relative displacement, \( S \), exhibited nearly parallelogram hysteresis loop.
- Under high pressure condition, the friction and wear on contact surfaces was strongly affected by the adhesion.
- When the effect of adhesion was dominant, the coefficient of kinetic friction was \( \mu_k \approx 0.8 \).
- When the effect of adhesion was small, the coefficient of kinetic friction was \( \mu_k \approx 0.5 \).
- The coefficient of kinetic friction was approximately constant independently of the number of reciprocating cycles, \( N \).

5 FUTURE WORKS

In this paper, the tests were conducted under the limited conditions. Therefore, the wide range of experimental conditions will be considered in and the following investigation will be conducted:

- Conduct tests under low pressure conditions.
- Investigate the effects of test frequency, \( f \), on the characteristics of friction and wear.
- Study the effects of relative displacement, \( S \).

6 REFERENCES


CONSIDERATION FOR SUITABLE LENGTH OF SMALL CRACK TO EVALUATE FRACTUER STRENGTH FOR V-NOTCHED PLATE
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Abstract: This paper deals with strength evaluation of V-shaped sharp notch specimen by using the small crack problem. In this study, the stress intensity factor of small crack at V-shaped sharp notch is analyzed by the crack tip stress method. The dimensionless stress intensity factor of small crack, normalized by the intensity of singular stress field for V-shaped notch without the crack, is independent of the notch depth and the loading conditions. By using the stress intensity factor of the fictitious small crack, it is found that the critical value of small crack problem is almost constant irrespective of the notch angle, depth and the loading conditions and the fracture strength can be easily estimated.

Keywords: fracture mechanics, stress intensity factor, V-shaped notch

1 INTRODUCTION

The corner of sharp notch and the interface edge in adhesive bonded structure are a potential fracture initiation point because of the stress singularity at the corner. A number of studies on the intensity and the index of the singular stress field at the angular corner and the interface edge have been made theoretically and analytically [1-6]. Chen and Nisitani [1] have suggested that the singular stress field near the sharp notch tip is expressed in the sum of the symmetric (mode I) and the skew-symmetric (mode II) stress field:

\[
\sigma_{ij} = f_{ij}^I (\theta) \frac{K_{I,\lambda_1}}{r^{1-\lambda_1}} + f_{ij}^{II} (\theta) \frac{K_{II,\lambda_2}}{r^{1-\lambda_2}}
\]

(1)

Here, 1-\(\lambda_1\) and 1-\(\lambda_2\) in eq.(1) are singularity indexes of mode I and II, \(K_{I,\lambda_1}\) and \(K_{II,\lambda_2}\) are the intensity of the mode I and II singular stress fields, respectively. However, since the singularity index varies depending on a notch opening angle, it is more difficult to evaluate the strength of sharp notched material than that of cracked material [2, 3]. In this study, to consider the singular stress field of the V-notched plate, a small crack emanating from the notch tip is assumed and the sharp notch problem is treated as the crack problem. The estimation of the fracture strength of V-shaped notch based on the stress intensity factor of small crack will be examined.

![Fig. 1 Problem of V-shaped notch assuming small crack](image-url)
2 RELATION OF SINGULAR STRESS FIELD BETWEEN SHARP NOTCH AND SMALL CRACK

In this study, the stress intensity factor of small crack at the notch tip in a sharp-notched plate subjected to tension or bending is analysed. Figure 1 shows the model used for the analysis. The notch angle, the notch depth and the small crack length are set to be $\gamma=30^\circ$, $60^\circ$, $90^\circ$, $\frac{t}{w}=0.1$~$0.5$ and $\frac{a}{t}=1.67 \times 10^{-5}$~$3.33 \times 10^{-2}$, respectively. The FEM analysis is performed using versatile program MSC.Marc and the eight node quadrilateral element is used. The stress intensity factor $K_I$ of small crack can be determined by the crack tip stress method [7].

Figure 2(a) indicates the numerical results of the stress intensity factor $K_I$ of small crack at the notch tip under tension in Fig.1(a) when $\gamma=90^\circ$. The stress intensity factor is divided by $\frac{t}{T} \pi \sigma$, where $\sigma$ is a tensile stress and $t$ is a notch depth, respectively. Values of $K_I$ vary depending on the crack length $\frac{a}{t}$ and the notch depth $\frac{t}{w}$. In the case that $\frac{a}{t}$ is constant, the values of $K_I$ increase as $\frac{t}{w}$ increases.

Figure 2(b) represents the relation between the normalized stress intensity factor $F_I$ and the relative crack length $\frac{a}{t}$. The normalized factor $F_I$ is defined by

$$F_I = \frac{K_I}{K_{I,\lambda}}$$

$$\sin(\lambda I (2\pi - \gamma)) = \lambda_I \sin \gamma$$

In eq.(2), the intensity of the V-shaped notch $K_{I,\lambda}$ is analysed by Chen-Nisitani [1] and the singularity index $\lambda_I$ of the angular corner is calculated by the Newton method from eigen equation (3). As shown in Fig.2 (b), the normalized factor $F_I$ is almost constant independent of the notch depth and the loading condition when $\frac{a}{t}<0.005$. For the notched plate with a different angle, the similar results are obtained. Thus, it is found that the stress intensity factor of small crack at the notch tip is equivalent parameter to the intensity of the sharp notch $K_{I,\lambda}$. In other words, the small crack is strongly affected by the singular stress field near the sharp notch tip without the crack when $\frac{a}{t}<0.005$.

3 STRENGTH EVALUATION OF SHARP-NOTCHED PLATE

Next, we consider the criterion of fracture strength for notched specimens on the basis of the singular stress filed of sharp notch. Figure 3(a) illustrates the critical value $K_{I,\lambda}$ of V-shaped notch plates with various notch angles under tension. In Fig.3(a), the critical values of $K_{I,\lambda}$ are evaluated by using the experimental results of the fracture stress $\sigma_f$ of notched specimens for various notch depths and notch angles [2-4]. The tensile failure strength measured by Chen et al. [2, 3] and Kihara et al. [4] are used as the fracture stress $\sigma_f$. The bending failure strength performed by Dunn et al. [5] in three-point-bending test are also used. The tensile test specimens are made by acrylic resin which has the fracture toughness $K_{IC}=37$ [MPa mm$^{0.5}$] and three-point bending specimens are polymethyl methacrylate (PMMA) which has the $K_{IC}=32$ [MPa mm$^{0.5}$]. As shown in Fig.3(a), the critical $K_{I,\lambda}$ are depending on the notch opening angle $\gamma$.
which has distinct singular stress index $\lambda_1$. Thus, even for mode I fracture problem, many data of $K_{I,\lambda_1}$ are necessary under different notch angle to estimate the fracture strength of sharp notched problem.

In this study, another fracture criterion using fictitious small crack is examined. Since the equation (2) is useful when $a/t<0.005$ as shown in Fig.2(b), the fictitious crack length is assumed as $a/t=0.005$ in all cases. The critical values of $K_i$ are calculated by assuming the fictitious small crack are plotted in Fig.3(b). As shown in Fig.3(b), the values of $K_i$ are almost constant near fracture toughness of acrylic resin independent of the notch depth $t/w$ and the notch opening angle $\gamma$.

Figure 4 indicates the critical values of $K_i$ of the three-point bending PMMA specimen for various notch angles and the notch depths. In the three-point-bending specimen, the critical $K_i$-values are obtained slightly larger than the fracture toughness of PMMA when $a/t=0.005$. In the case that $a/t=0.001$, the $K_i$ moves toward the fracture toughness $K_{IC}$.

In order to examine the crack length dependency, the relation between $K_i$ and the fictitious crack length $a/t$ under the condition $\sigma_f$=constant in Fig.5. As the crack length becomes larger, $K_i$ increases and exceed the fracture toughness $K_{IC}$ within the range $10^{-3}<a/t<10^{-2}$. The large notch angle specimen is more sensitive to the fictitious crack length than the small notch angle ones.
Fig. 5 Effect of the small crack length a/t on the stress intensity factor $K_I$ when $\sigma_f$ is constant.

Fig. 6 Estimation of fracture stress $\sigma_f$ based on the fictitious small crack criterion.

Figure 6 presents the fracture stress of V-notched specimen under tension and bending estimated by using the fictitious crack criterion. By assuming the suitable length of fictitious small crack, the fracture stress $\sigma_f$ can be estimated irrespective of the notch angle and the notch depth. Therefore, it is concluded that the small crack criterion is effective to evaluate the fracture strength of sharp notched specimen under the various geometrical and loading conditions.

4 RESULTS AND DISCUSSION

In this study, we evaluated the fracture strength of V-notched specimen for various notch angles and notch depths. The stress intensity factor of small crack at the sharp notch specimen was analysed by using the crack tip stress method. We showed that the stress intensity factor $K_I$ of small crack at the notch tip is equivalent parameter to the intensity of the sharp notch $K_{I,AT}$. Furthermore, we considered the suitable small crack length to estimate the fracture stress of notched plate. In our numerical results, the KI of small crack reached the fracture toughness KIC within the range $10^{-3}<a/t<10^{-2}$, and the critical values of $K_I$ were almost constant near the fracture toughness $K_{IC}$ independent of the notch depth and the notch opening angle. Using the suitable length of fictitious crack and the fracture toughness of the specimen, the fracture strength for sharp notch can be inferred by the small crack criterion.
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Abstract: Fretting wear is damage caused by small movement between contact surfaces and imposed normal load. It occurs more seriously in gross sliding condition. Wire ropes in mine hoisting are typical examples where fretting wear occurs. This fretting damage causes stress concentration and accelerates the failure of ropes by decreasing cross section area. Considering the difficulties in monitoring stresses in experiments, finite element method (FEM) is a suitable numerical method to study the detail of this process. However, there is scarce information on the effect of material property on fretting wear of wire ropes in FEM. In this study, based on the FE model of wires, the FE results are validated with analytical solution and experiments. Then, the fretting loops and wear depth after 1000 cycles from different material behaviors are analyzed. The results show that under elastic material behavior, FEM has a good agreement with Hertzian solution. In addition, the wear depth obtained by FEM is close to experimental one. However, the fretting loop is a typical gross sliding shape in contrast to the experimental findings. For elastic perfectly plastic condition, the shape of fretting loop after 1000 cycles is same as that for elastic one, but the dissipated energy is higher. Moreover, the wear depth and wear scar calculated by plasticity is different from the elastic condition.

Keywords: Fretting wear, FEM, Material behaviour

1 INTRODUCTION

Fretting is small movement between contact surfaces. Depending on different loading conditions, namely combinations of normal load and oscillation, it could result in fretting fatigue in partial slip condition or fretting wear in gross sliding condition. The wire rope in mine hoisting is a typical example, in which fretting damage occurs due to the micro displacement of individual wires against their adjacent wires when the ropes are under axial cyclic stretching load and cyclic bending load. This causes stress concentration and accelerates the failure of ropes by decreasing of cross section area [1-3]. Previously, Wang et al. studied the influence of kinematic parameters of mine hoist on fretting parameters of the hoisting rope model [4], effects of displacement on fretting damage of wires in low cycle fatigue condition [5] and the influence of pH value in the corrosive media on fretting wear and fatigue life of wires [6]. This global hoisting rope model shows hoisting is a complex process, and experiments present complicated interaction of fretting wear and fretting fatigue. However, due to its micro displacement and micro size of debris, it is difficult to investigate the evolution of contact surfaces in the process of fretting wear by experiments. Therefore, researchers turn to numerical modelling, e.g. finite element method (FEM), to study the detail of this process. Cruzado et al. [7] firstly simulated the process of fretting wear in wires in a 90° crossed elastic cylinders configuration, then studied the influence of fretting wear on fatigue life of wires [8]. In their recent research[9], crossed-cylinder models of different angles under fretting condition were simulated, of which results showed good agreement with experimental data. Besides fretting model of wires, Wang [10] firstly studied stress distribution and fretting fatigue parameters of two upscale structures, i.e. 6 × 19 + IWS rope and (1 + 6 + 12) strand with three layered strands to investigate the global response of rope in axially load condition and the influence of fretting wear on fretting scar. However, the process of fretting wear was calculated by the analytical solution instead of instantaneous contact pressure and relative slip of each increment, which are of importance in fretting wear simulations.

Though FEM could give a good agreement with experiments, the effect of material property on fretting wear has not been considered. However, assuming that the material is elastically deformed, which is usually defined in fretting wear simulations, underestimates the displacement for gross sliding in theoretical values [11]. Also, of a high friction coefficient fretting couple with typical tangential displacement, this high coefficient of friction is sufficient to cause plastic deformation in the contact surface [12].

In this paper, we investigated the influence of material property on fretting wear of wire ropes. The remainder of this paper is organized as follows. In section 2, the FE model used for the fretted wire is described, including geometry information and wears coefficient calculation. After that, the FE results are validated with analytical
solution and experiments. The fretting loops in elastic and elastic perfectly plastic conditions are analysed. Finally, the conclusion is summarized.

2 FE MODEL

2.1 Geometry information

According to the experimental set up in [13], the diameter of wires in FE model is 1 mm and is made of cold drawn, high-quality carbon structure steel. The coefficient of friction $\mu$ between contact surfaces is kept constant as 0.12, when the normal load applied $P$ is 9 N and the displacement amplitude is 5 $\mu$m. The material property is shown in Table 1. In this study, elastic condition and elastic-perfectly-plastic condition are used to compare results with experimental data.

<table>
<thead>
<tr>
<th>Material</th>
<th>Young’s modulus $E$ (GPa)</th>
<th>Poisson ratio $\nu$</th>
<th>Yield strength (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel wire</td>
<td>203</td>
<td>0.3</td>
<td>0.64</td>
</tr>
</tbody>
</table>

The configuration of two cylindrical wires with same material and radius crossed at 90° is generated in the commercial FE software ABAQUS/STANDARD, as shown in Fig. 1. Contact interaction between two wires is defined by surface to surface with finite sliding contact pair algorithm, in which master–slave algorithm is used to search for the contact pair. Herein, the surface of upper wire is master surface and the surface of the other wire is slave surface. Lagrange multiplier algorithm is chosen to solve the contact problem in order to obtain more accurate relative slip than in case of penalty method.

The normal load and boundary conditions with vertical movement are applied on the top wire by kinematic coupling to define rigid motion in a reference point during the whole simulation [14]. While for the bottom wire, the reciprocating displacement in x direction is imposed after applying normal load. The loading history here is the same as in [15] and is shown in Fig. 2. Element type C3D8 is chosen in the elastic model while C3D8R is used in the elastic perfectly plastic model. The mesh size in contact zone is $10 \times 10 \times 10 \mu$m in elastic model and $5 \times 10 \times 10 \mu$m in plastic model based on convergence study, respectively. The total number of cycles is 13000, and the jump cycle is chosen to be 1000 for balancing accuracy and efficiency. Energy model for fretting wear is used, and the procedure of that can be found in [15].

![Fig. 1 The FE model of wire ropes](image1)

![Fig. 2 Loading history adopted in FE model [15](image2)

2.2 Wear coefficient calculation

Owing to lacking the Archard wear coefficient $k$ in [13], wear coefficient calculated as follows [10, 16]:

For the two equal elastic cylinders with Young’s modulus $E$ and radius $R$ crossed at right angle, the function of wear scar radius $a$ with number of cycles $N$, applied normal load $F$ and stroke $\Delta x$, is:

$$a = \sqrt{a_0^2 + \frac{8kRF\Delta x N}{\pi}}$$  \hspace{1cm} (1)

where $a_0$ is the Hertzian contact radius,
and the relation between fretting wear depth $h_1$ and $a$ is given by:
\[
h_1 = \frac{a^2-a_0^2}{2R}
\]  
(3)

Therefore the Archard wear coefficient $k$ could be obtained as:
\[
k = \frac{[(2Rh_1+a_0^2)^2-a_0^4]\pi}{8RF\Delta xN}
\]  
(4)

Thus, energy wear coefficient $k_E$, based on Coulomb's friction law is obtained as:
\[
k_E = \frac{[(2Rh_1+a_0^2)^2-a_0^4]\pi}{8RF\Delta xN\mu}
\]  
(5)

Therefore, $k_E$ could be calculated based on $h_1$ measured. When $F = 9$ N, $\Delta x = 10$ $\mu$m, $h_1 = 1.89$ $\mu$m from [13]. It should be mentioned that plastic deformation occurs in this loading condition based on FE result and material property. Fig. 3 shows that the maximum indentation displacement is 0.7 $\mu$m due to plastic deformation. However, by experiments, it is difficult to separate plastic deformation from wear depth measurement. Therefore, in experiments, $h_1$ measured is the wear depth plus plastic deformation, where the depth due to plastic deformation is 37.6% of $h_1$ in this loading condition. Thus $k_E$ calculated by $h_1$ is larger than the real situation. Considering this point, four conditions are simulated listed in Table 2. $k_E = 4.04 \times 10^{-8}$ MPa$^{-1}$, is calculated by $h_1$, while $k_E = 2.09 \times 10^{-8}$ MPa$^{-1}$ is obtained by the subtraction of the plastic displacement from $h_1$. Due to the convergence problem in plastic deformation of the whole period of fretting wear, the first 1000 cycles is studied here.

![Fig. 3](image)

**Fig. 3** The indentation depth of specimen surface in vertical direction from FEM, $F = 9$ N, $R = 0.5$ mm

<table>
<thead>
<tr>
<th>No. of simulation</th>
<th>Number of cycles</th>
<th>$k_E$</th>
<th>Material behaviour</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13000</td>
<td>$4.04 \times 10^{-8}$</td>
<td>elastic</td>
</tr>
<tr>
<td>2</td>
<td>13000</td>
<td>$2.09 \times 10^{-8}$</td>
<td>elastic</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>$4.04 \times 10^{-8}$</td>
<td>Elastic-perfectly-plastic</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>$2.09 \times 10^{-8}$</td>
<td>Elastic-perfectly-plastic</td>
</tr>
</tbody>
</table>
3 NUMERICAL RESULTS

3.1 Validation with Hertzian contact

Firstly, the elastic FE model is validated with Hertzian contact solution. Analytical formula in Hertzian contact for two equal cylinders with right angle is [17]:

Maximum contact pressure:

\[ P_{\text{max}} = \frac{3}{\pi^2R^2} \sqrt{\frac{6E}{R}} \]

(6)

The comparison of FEA results and Hertzian solution is shown in Table 3. Both differences of \( P_{\text{max}} \) and contact radius are less than 5 %, which are in good agreement with each other.

<table>
<thead>
<tr>
<th>( P_{\text{max}} ) (MPa)</th>
<th>Hertzian solution</th>
<th>FEA</th>
<th>Difference* (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4454.54</td>
<td>0.0031</td>
<td>4395</td>
<td>0.0029</td>
</tr>
</tbody>
</table>

*: Difference= (ABAQUS results – Hertzian solution) / Hertzian solution

3.2 Validation with experimental results

The first comparison of FEM and experimental results is wear depth after 13000 cycles. Table 4 lists the range of wear depth from experiments. According to [18], about 66.67% of the data points should be in the range of mean ± 1 standard deviation (SD), namely 1.5~2.3 \( \mu \text{m} \), and about 95% of the data points will be within 2 SD of the mean that is 1.1~2.7 \( \mu \text{m} \). The wear depth of bottom surface of simulation 1 and simulation 2 are depicted in Fig. 4. It is found that: in both cases, the distributions of wear depth along x and z directions are the same as each other. When \( k = 4.04 \times 10^{-8} \text{ MPa}^{-1} \), the wear depth is 2.7 \( \mu \text{m} \) and it is 1.77 \( \mu \text{m} \) with \( k = 2.09 \times 10^{-8} \text{ MPa}^{-1} \). Although both of the wear depths simulated are in the range of 2 SD, the \( k = 2.09 \times 10^{-8} \text{ MPa}^{-1} \) case is more reliable comparing the case of \( k = 4.04 \times 10^{-8} \text{ MPa}^{-1} \) in the upper bound of the 2SD range.

<table>
<thead>
<tr>
<th>Unit/ ( \mu \text{m} )</th>
<th>mean</th>
<th>Max(1SD)</th>
<th>Min(1SD)</th>
<th>Max(2SD)</th>
<th>Min(2SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum wear depth</td>
<td>1.9</td>
<td>2.3</td>
<td>1.5</td>
<td>2.7</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Fig. 4 Wear depth distributions of 13000 cycles along x and z direction, \( k = 4.04 \times 10^{-8} \text{ MPa}^{-1}, 2.09 \times 10^{-8} \text{ MPa}^{-1} \), respectively

It is also found that the wear damage occurs in the central of contact in Fig. 4, which is rather a characteristic of gross sliding condition than a morphology of annularity as described in [13] as in partial slip situation. Due to this disagreement, firstly the onset displacement \( \delta_{\text{sliding}} \) of gross sliding in elastic condition is calculated as [12]:

\[ \delta_{\text{sliding}} = \frac{3}{\pi^2R^2} \sqrt{\frac{6E}{R}} \]

\[ \delta_{\text{sliding}} = \frac{3}{\pi^2R^2} \sqrt{\frac{6E}{R}} \]

53
\[ \delta_{\text{sliding}} = \frac{3\mu P(2-v)}{16\pi G} \]  

(7)

Where \( G = \frac{E}{2(1+v)} \).

Thus, the threshold of displacement in the case is 0.294 \( \mu m \). It means that in the elastic condition, gross sliding occurs when the applied displacement is greater than 0.294 \( \mu m \). The applied displacement here is 5 \( \mu m \) that is 17 times larger than this threshold and gross sliding occurs. This is the case of the FE results.

Next, fretting loops are compared. In Fig. 5 (a) from [13], the fretting loop displays a typical quasi-closed line, which means only the adhesive occurs in the centre of contact surface. This micro displacement only leads to elastic deformation of the contact surface. However, the fretting loops of Fig. 5 (b) based on the FEM results after both 1000 and 13000 cycles, show quasi-rectangular shapes revealing that the entire bulk is sliding with each other, i.e. gross sliding condition. Meanwhile, with increasing number of cycles, the dissipated energy increases. This tendency was also found in aluminium alloy [19].

The possible reasons causing the difference between experiment and FE model in fretting loops maybe explained from two points as follows: a) the material property used is elastic with both wear coefficient while plastic deformation occurs according to the material property. Therefore fretting wear in plastic deformation is studied in the next section. b) in this paper, Coulomb law is used for contact problem. However, some researchers [20] found that this friction law is not suitable for describing the transition from ‘static’ to ‘dynamic’ friction. Ciavarella [20] proposed an ‘adhesive model’ that the Griffith condition is employed in the inception of slip and the Coulomb law is used in slip condition. The stick region is about 10-20% larger than the prediction based on Coulomb law. In the experiment, it was adhesive condition while the FE result showed slip condition. Based on the study of Ciavarella, using Griffith model may improve FE model. Further study should be done in the future.

![Fig. 5 Fretting loops: (a) experimental results [13], (b) fretting loops after 1000 cycles and 13000 cycles in elastic condition based on FEA.](image)

**3.3 Comparison between elastic model and elastic-perfectly-plastic model**

The comparison of fretting loops after 1000 cycles in plastic model and elastic model is plotted in Fig. 6. All these loops presented the quasi-rectangular shape. In both \( k_E \) cases, the friction force of plastic condition is increasing comparing to elastic condition, with little changes in the displacement. Thus the dissipated energy, the area of the fretting loop, in plastic condition is \( 16.54 \times 10^{-5} J \) and the elastic case is \( 11.07 \times 10^{-6} J \). Meanwhile, the friction force and the dissipated energy are independent of the wear coefficient.

Since part of dissipated energy is consumed for wear, the wear depths of FE model with different material behaviours are compared in Fig. 7. In the plastic deformation condition, the wear depth is obtained by subtraction of plastic deformation (shown in Fig. 3) from the displacement of bottom surface along y direction after unloading. It is found that:

1) In the same material behaviour condition, the wear depth increases with rising wear coefficient, while the wear width has little changes.
2) When the material behaviour changes from elastic to plastic and keeps the same wear coefficient, the wear width increases.
3) The wear depth in elastic case is more sensitive to the wear coefficient: wear depth of central point is growing by 66.5% while it is only 15.1% in plastic case, in which situation that the wear coefficient rises from $2.09 \times 10^{-7} \text{ MPa}^{-1}$ to $4.04 \times 10^{-8} \text{ MPa}^{-1}$. Meanwhile, in the lower wear coefficient case, the maximum wear depth of plastic case is larger than the elastic one. However, when the wear coefficient increases, the wear of elastic case gets more serious than the plastic one, especially at the centre of contact.

4) The profiles of wear scars are different in these two material behaviour conditions. The maximum wear depth in elastic model is in the centre of contact surface and decreased gradually to the contact edge, as ‘U’ shape. In plastic condition, however, the maximum depth is distributed at the contact edge and flattens in the centre of the contact surface, as ‘W’. This wear profile is similar as the wear scar shape of partial slip condition. In this condition, maximum wear damage is in the edge of contact and little damage happens at the contact centre. The ploughing effect presents in the edge of wear scar due to the plastic deformation, which was also reported in [21, 22].

In the end, the wear scar including plastic deformation is displayed in Fig. 8. The shapes of wear scars in both material cases are same as ‘U’, but plastic deformation brings more scar depth and width. Again, the wear coefficient in elastic condition plays more important role on the wear depth than in the plastic case. It should be mentioned that the wear scar displayed in the plastic case is much larger than the elastic case which without plastic deformation. In this condition, the wear coefficient calculated by plastic deformed wear volume would be much higher than the real case.

4 CONCLUSION

To validate the fretting wear model and investigate the influence of material behaviour on fretting wear, the fretting wear model of wires crossed in right angle is generated in elastic behaviour with 13000 cycles and elastic perfectly plastic condition with 1000 cycles. For fretting wear model with elastic behaviour, the contact pressure and contact radius are in good agreement with the Hertzian analytical solution. The wear depth of 13000 cycles simulated is in the range of experimental results. However, the shape of fretting loop is a quasi-
rectangular shape, which means that the gross sliding happens rather than the partial slip reported in the experiments, though these FEA results are in accordance with analytical solution. For the plastic model, the fretting loop also shows gross sliding characteristic, but with higher dissipated energy. Meanwhile, the maximum wear depth distribution is a circle in the plastic model instead of one point in the elastic one. In this paper, only 1000 cycles' wear scar is simulated and the future work will be the FE modelling of the whole period of fretting wear in plastic condition.
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**FINITE ELEMENT SIMULATIONS OF THE EFFECT OF FRICTION COEFFICIENT IN FRETTING WEAR**
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**Abstract:** Assuming a constant coefficient of friction (CoF) is a simplification in the finite element (FE) modelling of fretting wear. CoF is an essential factor of energy model for predicting fretting wear. Therefore, taking the variation of CoF into account during fretting wear cycles is necessary. In this research, based on the cylinder/flat fretting wear model, the effects of CoF are studied. At the end of fretting wear cycles, only slightly lower wear depth and wear width for the case of variable CoF model compared to the case of constant CoF model is observed. At the end of the initial running-in stage, the wear depth obtained from the variable CoF model is significantly different from that obtained from the constant CoF model.
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1 INTRODUCTION

Finite element method (FEM) is widely used in the simulation of fretting wear. However, to balance efficiency and accuracy, FE model of fretting wear is usually simplified in some aspects, such as assuming constant coefficient of friction (CoF) during the wear process.

CoF is a system-dependent parameter rather than an intrinsic property of a material or combination of materials. It is sensitive to the sliding distance and environment parameters, such as contact pressure and surface quality [1]. Blau [2] grouped the factor impacting the friction behavior as: contact geometry, fluid properties and flow, lubricant chemistry, relative motion, applied forces, third-bodies, temperature and stiffness, and vibrations.

During fretting wear, both applied normal load and displacement have significant influence on CoF. Zhang et al. [3] shows that the CoF of the steady stage decreases with increasing the normal load for a given displacement condition. Similar tendency could also be found in the fretting coupling of high strength alloy steel [4] and steel wire [5]. This tendency may be explained as when the normal load is small, elastic deformation causes asperities of contact surfaces interlock with each other, inducing high CoF. When increasing normal load to activate plastic deformation of asperities, the CoF becomes lower due to less interlocking [3]. In addition, the displacement does affect the CoF under both dry and lubricated contact in a given normal load condition. Besides the continuous changing of contact pressure induced by evolution of contact geometry, debris also plays a significant role. Due to composition of the debris, a critical contact pressure exists at which a transition to a higher CoF occurs [6].

For a given fretting couple, evolution of CoF with number of fretting wear cycles usually could be divided into 3 stages. In the initial running-in stage, CoF is low since the contact surfaces are covered by the oxide and ‘nature pollution’ film weakening the adhesion between contact surfaces. Later on in the second stage, CoF increases gradually because of the removing of this film, and due to the increase of adhesion and abrasion in the substrate interfaces. Then, the balance between generation and ejection of debris are reached. Therefore, CoF keeps stable at this last stage [3].

The motivation of this work is to improve FE modelling of fretting wear in order to increase the accuracy compared to the experimental results. In this study, the effects of variation of CoF during the first few thousands cycles on fretting wear are studied. This paper is divided into 4 parts. After the introduction section, the FE model is described. Then, the effect of CoF are presented. Finally, a conclusion is presented.

2 FE MODEL

2.1 Geometry information

Fig. 1 shows the geometry of the FE model. The dimensions are the same as used in the literature [4], since the simulation results could be validated by the experimental results. The 4-node plane strain element (CPE4)
is chosen and the mesh size is refined to 5 µm in the contact surfaces for both pad and sample. The master-slave, surface to surface and finite sliding are defined as the contact interaction. The bottom surface of cylinder is defined as master surface and the slave surface is the top surface of the sample.

![Geometry and dimensions of basic model](image)

**Fig. 1** Geometry and dimensions of basic model

### 2.2 CoF definition of the first 2500 cycles

In most FE simulations of fretting wear, the CoF is defined as a constant in which case both Archard model and energy model produce the same results. While as Fig. 2 from reference [4] indicated, at the beginning of fretting wear process, it is in the running-in stage and CoF increases significantly during the first three thousands cycles in both normal load cases, i.e. 185 N and 500 N. Therefore, the influence of variable CoF should be considered in the fretting wear FE model, especially in the study of the running–in stage.

![Evolution of CoF during process of fretting wear for displacement amplitude 25 µm](image)

**Fig. 2** Evolution of CoF during process of fretting wear for displacement amplitude 25 µm [4]

In order to obtain the relation between CoF and number of cycles, the CoF of 185 N and 500 N were extracted and the best fit is made, as illustrated in Fig. 3 (a) and Fig. 3 (b), respectively. Since the purpose of best fit is to gain the most accurate formulation describing this relation, the value of $R^2$ is the only factor considered. Thus, it is polynomial relation in which cases $R^2$ is closed to 1.

When normal load is 185 N, the best fit function which $R^2 = 0.989$ is:

$$
CoF = (-1.784 \times 10^{-7} N^2 + 0.000743 N + 0.191266
$$

(1)

When normal load is 500 N, the best fit function which $R^2 = 0.985$ is:

$$
CoF = (-1.428 \times 10^{-7} N^2 + 0.000579 N + 0.2094
$$

(2)
2.3 Wear model

Due to explicitly including CoF, the energy wear model is utilized here to simulate the process of fretting wear. This model is proposed by Paulin et al. [7] and also described in our previous research [8]. For completeness and conciseness, the flow chart of wear calculation is presented in Fig. 4. The wear depth is calculated at the end of each time increment after achieving convergence of FE results, by the subroutine UMESHMOTION in ABAQUS.

![Flow chart for fretting wear simulation: details of fretting wear module](image)

2.4 Simulation parameters

The material property is the same as that used in reference [4]. Young’s modulus is 200 GPa and Poisson ratio is 0.3. For capturing the influence of CoF variation at the beginning stage, the jump cycle is 100 in both loading conditions until 2500 cycles. The CoF after 2500 cycles of basic model and the coefficient of wear employed in this study are listed in Table 1.

<table>
<thead>
<tr>
<th>Table 1 Normal load and wear properties used in basic model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>CoF in steady state</td>
</tr>
<tr>
<td>$\alpha_e$ (MPa$^{-1}$)</td>
</tr>
<tr>
<td>Displacement amplitude (µm), S</td>
</tr>
<tr>
<td>Total number of cycles, $N_T$</td>
</tr>
<tr>
<td>Running-in cycles, $N_R$</td>
</tr>
<tr>
<td>Jump cycle in running-in cycles, $N_{JC1}$</td>
</tr>
<tr>
<td>Jump cycle in transition</td>
</tr>
<tr>
<td>Jump cycle in remaining cycles, $N_{JC2}$</td>
</tr>
</tbody>
</table>
3 NUMERICAL RESULTS

3.1 Validation

After 18000 cycles, comparison between the results using variable CoF, constant CoF and experiments results of wear depth and wear width is shown in Fig. 5. For both normal load cases, the wear width and wear depth of variable CoF model are slightly lower than the basic model with constant CoF. However, considering experimental results, significant differences exist. When the normal load is 185 N, the wear width is underestimated by 20% and the wear depth is larger by 16%. When it increases to 500 N, FE model results are 20% more in wear width and 35% less in wear depth. The reasons for these differences between FE results and experimental ones could be because: a) the wear coefficient used in FE models is global wear coefficient instead of local wear coefficient and b) the influence of debris is not considered in FE models. From this comparison, it is found that variable CoF in full cycles of fretting wear simulation has little impact on the final result of FE fretting wear simulation.

![Fig. 5](image)

Fig. 5 Comparison of scar width and depth between cylinder/flat FE model and experiments, N=185 N and 500 N, respectively. R=6 mm, applied displacement 25 mm (a) scar width, (b) scar depth

3.2 Fretting wear in the first 2500 cycles

Fig. 6 shows the wear scar after 2500 cycles in both CoF models. It is reasonable that the prediction of variable CoF model attains smaller wear scar. This is because that, at the running-in stage, the CoF is changing with time, but still less than the constant CoF used. Due to this lower CoF, less dissipated energy from frictional work is used for wear. From this point of view, energy wear model brings more realistic explanation for wear simulation than Archard model.

![Fig. 6](image)

Fig. 6 Wear scar comparison between variable CoF and constant CoF cylinder/flat models in first 3000 cycles, (a) normal load=185 N, and (b) normal load=500 N

The specific changes in percentage differences between the two models with number of cycles are shown in Fig. 7. For both normal load conditions, differences in wear depth, wear scar and peak contact pressure exhibit similar tendency; i.e. by increasing number of cycles, the differences between variable CoF and constant CoF models decreased. Especially, the differences of wear depth decreased smoothly from
approximately 55% after 200 cycles to approximately 10% after 2500 cycles. These changes could be described by a polynomial formula as:

when normal load is 185 N,

\[
difference = 8 \times 10^{-6}N^2 - 0.0421N + 64.391, R^2 = 0.9993
\] (3)

When it is 500 N,

\[
difference = 8 \times 10^{-6}N^2 - 0.0384N + 60.886, R^2 = 0.9978
\] (4)

Thus, the wear depth after 2500 cycles could be calculated by the best fitting curve instead of fretting wear simulation. However, the other three variables are oscillated with number of cycles. The reasons for this oscillation would be further studied in future work.

4 CONCLUSIONS

Two FE models are generated to study the fretting wear process. The effect of variable CoF on fretting wear are analysed based on a basic model having a constant CoF. After 18000 cycles, there are very limited differences in wear width and wear depth between constant CoF and variable CoF fretting wear models. However, after the first 2500 cycles, where CoF increases significantly, the differences in wear width, wear depth and peak contact pressure are clear. All the differences of these variables decreased with time. Particularly, the differences of wear depth reduced smoothly from 55% to 10%.
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NONLINEAR TRANSIENT ISOGEOMETRIC ANALYSIS OF LAMINATED COMPOSITE PLATES BASED ON HIGHER ORDER PLATE THEORY
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Abstract: Geometrically nonlinear transient analysis of laminated composite plates is studied using isogeometric analysis (IGA). Herein, higher-order shear deformation theory (HSDT) is applied in displacement field to ensure by itself the realistic shear strain energy part without shear correction factors. IGA utilizing higher-order B-splines basis functions enables to satisfy easily the stringent continuity requirement of the HSDT model without any additional variables. The nonlinearity of the plates based on the von-Karman strain assumptions is solved by the Newmark time integration associated with the Picard method. Two numerical examples of square composite plates are provided to demonstrate the effectiveness of the proposed method.
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1. INTRODUCTION

Laminated composite plates were widely studied by various scientists with a numerous models including 3D elasticity model [1], layer-wise model [2] or equivalent single layer (ESL) theory. The 3D elasticity solution and layer-wise (LW) model can be recommended to improve the accuracy of transverse shear stresses. However, they have a numerous unknown variables producing much computational cost. Thus, reduction a 3D problem to a 2D problem based on the equivalent single layer theory is considered.

Among the ESL plate theories, classical laminate plate theory (CLPT) relied on the Kirchoff-Love assumptions just provides acceptable results for thin plate. First order shear deformation theory (FSDT) based on Reissner-Mindlin hypothesis, which considers the shear deformation effects, was therefore developed for thin and thick plates. Furthermore, higher order shear deformable theories (HSDT), which include higher-order terms in the approximation of the displacement field has then been devised. It is worth mentioning that the HSDT models ensure non-linear distributions of the shear strains/stresses with traction-free boundary condition at the plate surfaces and provide better results and yield more accurate and stable solutions than the FSDT ones. However, the HSDT requires the \( C^1 \)-continuity of generalized displacement field which is easily satisfied by the approximated functions from isogeometric analysis (IGA).

IGA [3] firstly proposed by Thomas Hughes fulfils a seamless bridge link between computer aided design (CAD) and finite element analysis (FEA). The basis idea of this approach is using the same B-Spline functions in describing the exact geometry of problem and constructing finite approximation for analysis. Being thankful to higher order continuity of B-Spline functions, IGA naturally verifies the \( C^1 \)-continuity of plates based on the HSDT assumptions. IGA has been widely applied to the plate structures with various plate models such as CLPT [4], FSDT[5], HSDT[6], four unknown variables refined plate theory (RPT) [7], layerwise [8], etc. The literatures mentioned above, however, did not take into account geometric nonlinearity, except two recent papers [9, 10] based on the FSDT. Therefore, our goal in this paper is firstly extended the HSDT model in study transient analysis of the laminated composite plates. Based on the von-Karman strain which considers small strain and moderate rotation assumptions, the nonlinearity of the plates is formulated using total Lagrange approach and solved by the Newmark time integration associated with the Picard methods. Two numerical examples are given to show the effectiveness of the present formulation.

2. ISOGEOMETRIC COMPOSITE PLATE FORMULATION FOR NONLINEAR ANALYSIS

2.1. The higher-order shear deformation plate theory

The displacement of an arbitrary point in plate can be expressed as:
\[ u = \begin{pmatrix} u(x, y, z) \\ v(x, y, z) \\ w(x, y, z) \end{pmatrix} = \begin{pmatrix} u_0 \\ v_0 - z \\ w_0 \end{pmatrix} + \left( \begin{array}{c} w_x \\ z - \frac{4}{3h^2} z^3 \end{array} \right) \begin{pmatrix} \beta_x \\ \beta_z \end{pmatrix} \] (1)

Using the von-Karman assumptions, the nonlinear strain – displacement relation adopts here by neglecting second-order terms of \( u_0 \) and \( v_0 \) displacements

\[ \varepsilon = \frac{1}{2} \left( \frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} \right) + \frac{1}{2} \frac{\partial w}{\partial x} \frac{\partial w}{\partial y} \] (2)

The Cauchy stress tensor \( \boldsymbol{\sigma} \) is obtained from the constitutive relation based on Hooke’s law

\[ \sigma = D \varepsilon \] (3)

where \( D \) - a square matrix of \( 5 \times 5 \) is the elastic constant matrix [11].

Neglecting the damping effect, the equation of motion obtained from Lagrange’s equation using Hamilton’s variation principle can be briefly expressed as [12]

\[ \int_\Omega \delta \varepsilon^T \sigma d\Omega + \int_\Omega \delta u^T \rho d\Omega = \int_\Omega \delta u^T f_\Omega d\Omega \] (4)

where \( \rho \) and \( f_\Omega \) are the density and the surface loads, respectively.

### 2.2. Brief of B-spline functions

A knot vector \( \Xi = \{ \xi_1, \xi_2, \ldots, \xi_{n+p} \} \) is a non-decreasing sequence of parameter values \( \xi_i, \ i = 1 \ldots n + p \), where \( \xi_i \in \mathbb{R} \) called \( \xi \) knot, \( p \) is the order of the B-spline and \( n \) is number of the basis functions. Using Cox-de Boor algorithm, the univariate B-spline basis functions \( N_{i,p}(\xi) \) are defined recursively

\[ N_{i,p}(\xi) = \begin{cases} \frac{\xi - \xi_i}{\xi_{i+p} - \xi_i} N_{i,p-1}(\xi) + \frac{\xi_{i+p+1} - \xi}{\xi_{i+p+1} - \xi_{i+1}} N_{i+1,p-1}(\xi) & \text{as } p = 0, \xi_i \leq \xi < \xi_{i+1} \\ 0 & \text{otherwise} \end{cases} \] (5)

The multivariate B-spline basis functions are generated by tensor product of the univariate B-splines

\[ N_d(\xi) = \prod_{a=1}^d N_{w_a}(\xi_a) \] (6)

where \( d = 1, 2, 3 \) is the dimensional space. Fig. 1 illustrates an example of bivariate B-spline basis function from tensor product of two univariate B-splines \( \psi = \{0,0,0,0,0,1,\frac{1}{2},1,1,1,1,1,1\} \) and \( \Xi = \{0,0,0,\frac{1}{2},\frac{1}{3},\frac{1}{4},1,1,1,1,1,1,1\} \) in \( \xi \) and \( \eta \) direction, respectively.
2.3. Discretization

Using higher-order B-splines basis functions, the displacement field is approximated as:

$$u^h(\xi, \eta) = \sum_{A}^{N} N_A(\xi, \eta) q_A$$

where $q_A$ is the vector of nodal degrees of freedom associated with the control point $A$.

Substituting Eq. (7) into Eq. (2), the generalized strains can be rewritten as:

$$\varepsilon = \sum_{A}^{N} \left( B^L_A + \frac{1}{2} B^{NL}_A \right) q_A$$

where $B^L$ is the linear part of strain matrix [6], while the nonlinear strain matrix is given as:

$$B^{NL}_A(q) = \begin{bmatrix} w_x & 0 & w_y & 0 & 0 & R_{x,z} & 0 & 0 \\ 0 & w_x & 0 & w_y & 0 & R_{y,z} & 0 & 0 \end{bmatrix}$$

Substituting Eq. (8) into Eq. (4), the equation of motion is written in the following matrix form:

$$Kq + M\ddot{q} = F^{ext}$$

where $K$, $M$ and $F^{ext}$ are the global stiffness and mass matrices and force vector [13], respectively.

2.4. Solution scheme

From Eq. (10), it is observed that the dynamic equation is dependent upon both time domain and the displacements. To discretize this problem, the Newmark’s integration scheme association with the direct iteration method named the Picard method is employed. This solution scheme is detailed in Fig. 2. As noted that the Newmark’s constants $\beta$ and $\gamma$ are chose as equal to 0.25 and 0.5, respectively [14] and the displacement, velocity and acceleration are set to zero at the initial time.
3. NUMERICAL RESULTS

Firstly, an orthotropic plate [15] with dimensions as; length \( L = 250 \text{ mm} \), thickness \( h = 5 \text{ mm} \) is studied for validation. For this problem, the fully simply supported plate is subjected to a uniform step loading of 1 MPa. Its time history of transverse displacement \( \dddot{w}/w = \) under both linear and nonlinear analysis is shown in Fig. 3. It is observed that present method predicts the very close deflection response as compared with finite strip method (FSM) [15]. It also clearly exhibits that the magnitude and wavelength of the non-linear response are lower than that of linear behaviour with the same loading intensity.

![Flow chart of Picard method](image)

Next, the dynamic response of three layer \([0/90/0]\) thick plate [16] is investigated. The plate is square in dimension of \( h = 0.1526 \text{ m} \), \( L/h = 5 \). The transverse load is sinusoidally distributed in spatial domain and is assumed to vary with time as follows

\[
f_0(x, y, t) = q_0 \sin\left(\frac{\pi x}{a}\right) \sin\left(\frac{\pi y}{b}\right) F_0(t)
\]

in which \( q_0 = 0.689 \text{ GPa} \) and value of force \( F_0(t) \) depicted in Fig. 4 depends on loading types: step, triangular, sinusoidal and explosive blast, respectively. Once again the observation in Fig. 5 is that nonlinear analysis takes the lower central deflection and higher frequency than that of the linear one.
4. CONCLUSIONS

An effective numerical procedure based on IGA and HSDT has been presented for geometrically nonlinear transient analysis of the laminated composite plates. Herein, using cubic approximation functions, the present method naturally satisfies the \( C^1 \) continuity across inter-element boundaries without any additional variables. The nonlinearity of the plates based on the von-Karman strain assumptions is solved by the Newmark time integration associated with the Picard method. The obtained results are in good agreement.
with available solutions in the literature. It is also concluded that the nonlinear analysis produces lower magnitude and wavelength of the transverse displacement as compared with linear one.
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Abstract: In this paper, isogeometric analysis (IGA) based on a generalized unconstrained approach for nonlinear analysis of smart composite plates is investigated. In composite plates, the mechanical displacement field is approximated according to the proposal model and the nonlinear formulation for plates is based on the von Kármán strains. Through the thickness of each piezoelectric layer, the electric potential is assumed linearly. For active control of the piezoelectric composite plates, a close-loop system is used. Various numerical examples are investigated to show high accuracy and reliability of the proposed method.
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1. INTRODUCTION

Piezoelectric materials belong to a smart material class that expresses electromechanical coupling. The main feature of smart materials is transformation between mechanical energy and electric energy. When the application of electric field to piezoelectric structures is considered, the mechanical deformation is generated. With the advantages of piezoelectric materials, various numerical methods have been devised. Mitchell and Reddy [1] presented the classical plate theory (CPT) using the third order shear deformation theory (TSDT) to obtain the Navier solution for composite laminates with piezoelectric lamina. The radial point interpolation method (RPIM) combined with the first order shear deformation theory (FSDT) and the CPT with rectangular plate bending element were investigated by Liu et al. [2] to compute and simulate the static deformation and responses of smart plates. A HSDT-layerwise generalized finite element formulation [3] and the layerwise based on analytical formulation [4] were investigated to study piezoelectric composite plates. For vibration control, Bailey et al [5] and Shen et al. [6] investigated smart beams integrated with layers using analytical solutions. Wang et al. [7] used FEM to investigate dynamic stability of piezoelectric composite plates, where the governing equations of motion using Lyapunov’s energy with active damping was used. Recently, isogeometric analysis (IGA) has been developed to investigate the piezoelectric composite plates [8] and plates/shells [9-13]. However, nonlinear transient analysis has not considered in their previous work. Hence, this paper tries to fill this gap by using IGA based on the general unconstrained third order shear deformation...
2. FORMULATION OF PIEZOELECTRICITY

Consider a piezoelectric composite plate as shown in Figure 1, the lower and upper layers of the composite plate are piezoelectric layers. The UHSDT is used to approximate the variable displacements for the composite plate, while the electrical displacements are assumed to be independent.

![Figure 1 Configuration of a piezoelectric laminated composite plate.](image)

2.1. UHS
t

The unconstrained theory based on HSDT can be rewritten

\[
\begin{align*}
\mathbf{u}(x, y, z, t) &= u_0(x, y, z) + z u_1(x, y, z) + f(z) u_2(x, y, z) \\
v(x, y, z, t) &= v_0(x, y, z) + z v_1(x, y, z) + f(z) v_2(x, y, z) \\
w(x, y, z, t) &= w(x, y, z)
\end{align*}
\]

where \( u_0, u_1, u_2, v_0, v_1, v_2 \) and \( w \) are displacement variables. For UTSDT in [14], the function \( f(z) = z^3 \) is used. In what follows, we introduce a new function \( f(z) = \arctan(z) \) that ensures that its first derivative is nonlinear through the plate thickness and solutions are more accurate than for the case of \( f(z) = z^3 \).

For a plate bending, the strain vector is represented by:

\[
\mathbf{\varepsilon}_y = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) + \frac{1}{2} \frac{\partial u_k}{\partial x_i} \frac{\partial u_i}{\partial x_k}
\]

The material behavior of smart composite plates is expressed as follows [15]:
\[
\begin{bmatrix}
\sigma \\
D
\end{bmatrix} =
\begin{bmatrix}
c & -e^T \\
e & g
\end{bmatrix}
\begin{bmatrix}
\varepsilon \\
E
\end{bmatrix}
\] (3)

where \( \varepsilon \) and \( \sigma \) are the strain vector and the stress vector, respectively; \( g \) denotes the dielectric constant matrix and \( D \) is the dielectric displacement; \( e \) is the piezoelectric constant; \( E \), the electric field vector, can be defined as:

\[
E = -\text{grad} \phi
\] (4)
in which \( \phi \) is the electric potential field; and \( c \), the elasticity matrix, is defined as:

\[
c =
\begin{bmatrix}
A & B & L & 0 & 0 \\
B & G & F & 0 & 0 \\
L & F & H & 0 & 0 \\
0 & 0 & 0 & A_s & B_s \\
0 & 0 & 0 & B_s & D_s
\end{bmatrix};
\begin{bmatrix}
e^{(k)} \\
g^{(k)}
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 0 & d_{15} & 0 \\
0 & 0 & 0 & d_{15} & 0 \\
d_{31} & d_{32} & d_{33} & 0 & 0
\end{bmatrix};
\begin{bmatrix}
p_{11} & 0 & 0 \\
0 & p_{22} & 0 \\
0 & 0 & p_{33}
\end{bmatrix}
\] (5)

where:

\[
(A, B, G, L, F, H) = \int_{-h/2}^{h/2} \left(1, z, z^2, f(z), zf(z), f^2(z)\right) \bar{Q}_y \, dz \quad i, j = 1, 2, 6
\]

\[
(A_s, B_s, D_s) = \int_{-h/2}^{h/2} \left(1, f'(z), (f'(z))^2\right) \bar{Q}_y \, dz \quad i, j = 4, 5
\] (6)

\( \bar{Q}_{ij} \) is calculated as in [1].

### 2.2. The piezoelectric plate formulation based on NURBS basic functions

#### 2.2.1. Mechanical displacement

Using NURBS basic function, the field \( u \) of the composite plate is approximated as:

\[
u^h(\xi, \eta) = \sum_{I=1}^{mx} N_I(\xi, \eta) \mathbf{d}_I
\] (7)

where \( \mathbf{d}_I = [u_{0I}, v_{0I}, u_{1I}, v_{1I}, u_{2I}, v_{2I}, w_I]^T \), and \( N_I \) is the shape function as defined in [16].

The strains can be rewritten as:

\[
\varepsilon = \left[\varepsilon_p \varepsilon_s\right]^T = \sum_{I=1}^{mx}
\left(B_I^L + \frac{1}{2}B_I^{NL}\right) \mathbf{d}_I
\] (8)

where \( B_I^L = [B_I^{0L}, B_I^{1L}, B_I^{2L}, B_I^{0L}, B_I^{1L}]^T \), in which
2.2.2. Electric potential field

The electric potential field is approximated as follows [15]:

\[ \phi^i(z) = N^i_i \phi \]  

(10)

where \( N^i_i \) is the shape functions

The electric field \( E \) in Eq. (4) can be rewritten:

\[ E = -\nabla \phi^i = -B_i \phi^i \]  

(11)

2.2.3. Governing equations

The equations for the smart plate are written as:

\[ \begin{bmatrix} M_{uu} & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \phi \\ \phi \end{bmatrix}^{\text{T}} + \begin{bmatrix} K_{uu} & K_{u\psi} \\ K_{u\psi} & K_{\psi\psi} \end{bmatrix} \begin{bmatrix} d \\ d \end{bmatrix} = \begin{bmatrix} f \\ Q \end{bmatrix} \Rightarrow \mathbf{M}^{-1} \mathbf{d} = \mathbf{f} \]  

(12)

and for dynamic control

\[ \mathbf{M}'^{-1} \mathbf{d} = \mathbf{F} \]  

(13)

where \( \mathbf{K}' = \mathbf{K}_{uu} + G_d \mathbf{K}_{u\psi} \mathbf{K}_{\psi\psi}^{-1} \mathbf{K}_{u\psi} \) in which \( G_d \) is the constant gains of the displacement feedback control, and

\[ \begin{align*}
K_{uu} &= \int_{\Omega} (B^L + B^{NL})^T c^2 (B^L + \frac{1}{2} B^{NL}) d\Omega \\
K_{u\psi} &= \int_{\Omega} B^L B^T \psi d\Omega \\
K_{\psi\psi} &= \int_{\Omega} B^{NL} B^T \psi d\Omega \\
M_{uu} &= \int_{\Omega} \tilde{\varphi}^2 d\Omega \\
f &= \int_{\Omega} \tilde{\varphi} \tilde{\varphi} d\Omega
\end{align*} \]  

(14)
in which \( q_0 \) is a uniform load; \( \bar{N} = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & N_f \end{bmatrix} \); \( \mathbf{m} \) is defined by:

\[
\mathbf{m} = \begin{bmatrix} I_1 & I_2 & I_4 \\ I_2 & I_5 & I_5 \\ I_4 & I_5 & I_7 \end{bmatrix}, \quad (I_1, I_2, I_3, I_4, I_5, I_7) = \int_{-h/2}^{h/2} \rho \left(1, z, z^2, f(z), zf(z), f^2(z)\right) dz
\]

and

\[
\mathbf{N}_1 = \begin{bmatrix} N_f & 0 & 0 & 0 & 0 \\ 0 & N_f & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad \mathbf{N}_2 = \begin{bmatrix} 0 & 0 & N_f & 0 & 0 \\ 0 & 0 & 0 & N_f & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}, \quad \mathbf{N}_3 = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}
\]

3. NUMERICAL RESULTS

3.1. Static analysis

A square smart plate with length 20 cm under a uniform load \( q = 100 \, \text{N/m}^2 \) is considered. The plate has six layers: two outer piezo layers represented by \( \text{pie} \) and four composite layers. Each layer thickness of the nonpiezoelectric composite plate is 0.25 mm and the thickness of the piezo layer is 0.1 mm. The composite layers are made of T300/976 graphite/epoxy and the piezo-ceramic layers are PZT119N. First, the effect of input voltages on deflection of the CFFF plate [pie-45/45] is shown in Figure 2a. It can be seen, the present results agree well with those of Liu et al. (2004). Furthermore, the deflection of the plate using only mesh of 9×9 elements with different boundary conditions (CFFF, SSFF, SSSS) is shown in Figure 2b. Again, it can be seen that the present method agrees very well with those of RPIM [2].

![Figure 2a](image1.png)

![Figure 2b](image2.png)

**Fig. 2** (a) Effect of input voltages on deflection of the piezoelectric composite plate; (b) The deflection of the piezoelectric composite plates with various boundary conditions
3.2. Nonlinear analysis

3.2.1. An orthotropic plate

In this section, a SSSS square plate under a uniform loading of \( q_0 = 1 \) MPa with an aim to verify the accuracy of the present method for geometrically nonlinear transient analysis is studied. Material properties and the geometry are considered as follows: \( E_1 = 525 \) GPa, \( E_2 = 21 \) GPa, \( G_{12} = G_{23} = G_{13} = 10.5 \) GPa, \( \nu = 0.25 \), \( \rho = 800 \) kg/m\(^3\), \( L = 250 \) mm, thickness \( h = 5 \) mm. Figure 3 shows the normalized central deflection, \( \bar{w} = w/h \), of the plate. It can be seen that deflection responses of present method match well with those of finite strip method (FSM) [17].

3.2.2. Nonlinear control

We now consider a plate \([\text{pie} / -45/45]_s\) under step load. Figure 4 shows nonlinear transient vibrations of the central point of the plate under a closed-loop control. We observe that the response with control is smaller than those without control, as expected.

4. CONCLUSIONS

This paper presents a simple and effective approach based on the combination of IGA and a generalized unconstrained approach for dynamic control and optimization of smart piezoelectric composite plates. The new function through the plate thickness for the UHSĐT is introduced, which can achieve any desired degree
of smoothness through the choice of the interpolation order and easily fulfills the $C^1$-continuity requirements for plate elements stemming from the HSDT. In analyses, the present approach would provide a reliable source of reference when calculating laminated composite plates with other methods.
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Abstract: This paper aims to provide an overview of experimental and numerical work related to fretting fatigue crack initiation criteria. The complexity of modelling fretting fatigue arises due to the presence of multi-axial stress state and wear, hence, it is imperative to define the crack initiation criteria. Among many available criteria, some of the most widely used have been summarized here, to provide an insight of the topic and to demonstrate the applicability of these criteria. For convenience, different criteria have been grouped together based on the approaches used to define failure parameters. The generalized classification includes, critical plane approach, stress-invariant approach and continuum damage mechanics approach. Besides experimental work, quantum of work has been done to implement these models using finite element methods (FEM). The strength of finite element methods is demonstrated as it provides minute information about crack initiation phase, contact stresses and estimated life. At the end, conclusions are drawn to advocate the proximity and efficacy of numerical methods in comparison to experimental work.
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1 INTRODUCTION

Fretting can be referred as a material damage caused by small oscillatory movements between the contacting bodies. This may lead to a deterioration of surfaces and dimensional changes. Also a remarkable decrease in service life can be observed in the presence of bulk stress [1]. The surface degradation is defined as fretting wear, whereas the development of crack can be termed as fretting fatigue [2]. For estimation of life in fretting fatigue problems the complete process is usually divided in two phases, namely, crack initiation and crack propagation. While there is still a debate on the proportion of lifetime taken by these two phases, most of the authors have considered both the phases for total life estimation [3,4]. Therefore, the search for selection of most suitable criteria still continues. Each criterion is suitable in certain combination of selected material, geometry, type of contact and loading conditions [5]. This article, however, presents a review on the crack initiation criteria and its applications using finite element analysis.

Fretting fatigue is a type of multi-axial fatigue having non-proportional loading [6], thus introduces multiaxial stress fields and severe stress gradients [7]. Therefore, multiaxial criteria are used to define the failure [8,9]. Different multiaxial criteria have been developed in the past that use critical damage parameters, along with various methods to define estimated life. In general, the stress or strain components combining with material constants are equated to fatigue strength limit in fully reversed tension/torsion or by Manson-Coffin and Basquin relation [10]. Hence, allowing to compute the estimated life under fretting fatigue scenario. Some researchers have used continuum damage mechanics (CDM) approach which is based on thermodynamic potential function and initiation life can be estimated using bulk material properties. Based on the approach used to model fretting fatigue crack initiation, different criteria can be classified as: critical plane approach, stress invariant approach and CDM approach.

2 CRITICAL PLANE APPROACH

According to this approach the crack initiate on specific planes known as critical planes. Therefore, the damage parameters are evaluated on these planes. Depending on the material and loading conditions, these planes are either maximum shear planes or maximum tensile stress planes. The most frequently used criteria based on this approach are presented below.

2.1 Smith-Watson-Topper (SWT) parameter

SWT parameter can be used to predict fretting fatigue crack initiation life. The parameter proposed by Smith et al. [11] can be expressed as a function of number of cycles to initiation \( (N_I) \) as:
\[ \sigma_n^{\text{max}} \frac{\Delta \epsilon_1}{2} = \frac{\sigma_f^2}{E}(2N_i)^{2b'} \]  

(1)

Where, \( \sigma_n^{\text{max}} \) is the maximum normal stress in the plane of principal strain range and \( \Delta \epsilon_1 \) is the maximum principal strain range. \( \sigma_f \) is fatigue strength coefficient and \( b' \) is fatigue strength exponent. This criteria is also applied to non-proportional loading by Socie [12] to predict crack initiation under multiaxial loading. The initiation is assumed to occur on the plane where, combination of range of strain normal to the plane \( \Delta \epsilon/2 \) and maximum stress normal to the plane \( \sigma^{\text{max}} \), is most damaging. Lykins et al. [13] have used finite element analysis to successfully implement SWT model, where different fretting fatigue parameters have been computed to estimate the initiation life.

### 2.2 Fatemi-Socie (FS) parameter

Fatemi and Socie proposed a modification to Brown and Miller’s critical plane formulation to predict multi axial fatigue life and to account for an additional cyclic hardening during non-proportional loading condition [14]. Furthermore, variable amplitude loading and effect of mean stress is accounted for with the proposed model. This model is applicable to the material and loading condition, where failure is produced by shear mode, thus the plane, where the shear strain range is maximum, is the critical plane. For fully reverse uniaxial strain condition the FS parameter can be defined as [14]:

\[ \frac{\Delta \gamma_{\text{max}}}{2} (1 + k \frac{\sigma_n^{\text{max}}}{\sigma_y}) = \left[ (1 + \nu_e) \frac{\sigma_f}{E}(2N_i)^{b'} + (1 + \nu_p) \epsilon_f (2N_i)^{c'} \right] \frac{1}{k} \frac{\sigma_f}{2\sigma_y}(2N_i)^{b'} \]  

(2)

Where, \( \Delta \gamma_{\text{max}} \) is the maximum shear strain range, \( \sigma_n^{\text{max}} \) is the maximum normal stress perpendicular to the critical plane, \( \sigma_y \) is the yield strength and \( k \) is a constant that is fitted from the uniaxial to torsion fatigue test data. \( b' \) and \( c' \) are fatigue strength exponent and fatigue ductility exponent respectively. \( \epsilon_f \) is fatigue ductility coefficient, \( \nu_e \) and \( \nu_p \) are elastic and plastic Poisson’s ratio respectively. Sabsabi et al. [15] have applied FS criterion to fretting fatigue problem for comparison of experimental lives and estimated lives using extended finite element methods (X-FEM). The results showed that combining FS parameter with X-FEM provides good estimation of experimental total lives.

### 2.3 McDiarmid parameter

The criterion proposed by McDiarmid is a high cycle fatigue multi axial criteria. The fatigue strength is defined in terms of shear stress amplitude and maximum normal stress on critical plane of maximum shear stress amplitude [16]. The critical plane is the one where shear stress range is maximum for one cycle. The number of cycles to initiation can be related to McDiarmid parameter for the plain fatigue case as [5]:

\[ \frac{\Delta \tau_{\text{max}}}{2} + \left( \frac{\tau_{\text{f-1}}}{2\sigma_n^{\text{max}}} \right) \sigma_n^{\text{max}} = \frac{1}{2} (1 + \frac{\tau_{\text{f-1}}}{2\sigma_n^{\text{max}}} \sigma_f (2N_i)^{b'} \]  

(3)

Where, \( \Delta \tau_{\text{max}} \) is the maximum increment of shear stress, \( \sigma_n^{\text{max}} \) is the maximum normal stress in the direction perpendicular to maximum shear stress range. \( \tau_{\text{f-1}} \) is the shear fatigue limit and \( \sigma_n^{\text{max}} \) is the ultimate tensile stress. McDiarmid used two shear fatigue limits, one for the case where crack grows parallel to the surface and one across the surface. This criterion has been successfully implemented by Sabsabi et al. [15] and Navarro et al. [17] to estimate fretting fatigue crack initiation. Li et al. [18] has shown good agreement between experimental and estimated lives and also location and orientation of crack initiation using finite element methods.

### 2.4 Dang Van criterion

Dang Van proposed critical plane based initiation criteria, where the fatigue failure is dependent on shear stress and hydrostatic stress [19]. The maximum of the linear combination of both the parameters should be less than fatigue strength limit. Mathematically this criterion can be expressed as:

\[ [\kappa(\tau) + 3 - 1.5\kappa(\sigma_H)]_{\text{max}} \leq \sigma_{\text{f-1}} \]  

(4)

Where, \( \tau \) is shear stress amplitude on the examined plane, \( \sigma_H \) is the hydrostatic stress and \( \sigma_{\text{f-1}} \) is fatigue limit in fully reversed axial loading. \( \kappa \) is the fatigue limit ratio between fully reversed axial to torsion loading. Later, Dang Van et al. [20] proposed a three dimension criterion for fatigue limit where the results show a good agreement for industrial application. Alfredson and Cadario [6] and Nesládek et al. [10] have implemented
Dang Van criterion for evaluation of fretting fatigue crack initiation. Moreover, Nesládek et al. [10] found fatigue index error to be 0.6 and 15.3 for 5 kN and 15 kN, respectively, using finite element methods.

### 2.5 Papadopoulos criterion

This is a high cycle fatigue criteria which accounts for out of phase bending and torsion loading. The criteria presented by Papadopoulos et al. [21] is valid for hard metals with ratio of fatigue limit in torsion to bending in a range of 0.577 – 0.8. In this criterion a parameter called resolved shear stress is introduced for each plane. Introducing an average formula, which represents the mean average value of shear stress this criterion can be defined as:

\[
\sqrt{3} \frac{1}{4\pi^2} \int_{\varphi=0}^{2\pi} \int_{\chi=0}^{2\pi} (\tau(\varphi, \chi))^2 d\chi \sin \theta. d\varphi + \frac{\tau_{f-1} - \sigma_{f-1}' / \sqrt{3}}{\sigma_{f-1}''/\beta} (\sigma_H)_{\text{max}} \leq \tau_{f-1}
\]

Where, \( \tau_{f-1} \) is the fatigue limit under torsion and \( \sigma_{f-1}' \) under axial load. \( (\sigma_H)_{\text{max}} \) is the maximum hydrostatic stress. Ferré et al. [22] have applied this criterion to predict crack nucleation under fretting fatigue condition, using local and non-local approaches. The error computed is found to be less than 5%. According to their research the non local approaches are more suitable to be used with finite element methods.

### 2.6 Findley parameter (FP)

Findley proposed the criterion as a function of maximum normal stress and amplitude of shear stress [23]. The critical plane can be referred to as a plane with maximum value of the parameter. Mathematically this criterion in expressed as

\[
\text{FP} = \tau + k(\sigma_n^{\text{max}})
\]

Where, \( \tau \) is the shear stress amplitude, \( \sigma_n^{\text{max}} \) is the maximum normal stress and \( k \) is the material coefficient. While applying this parameter for fretting fatigue crack initiation of spherical contact Alfredson and Cadario [6] suggested that this criteria has given better results than the others. However, the endurance limit of the criteria was higher than the experimental endurance limit. Concerning the applicability of the said criterion using finite element methods Li et al. [18] have predicted the fretting fatigue life in a scatter band of ±3N.

### 2.7 Shear Stress Range (SSR) parameter

This parameter is developed to predict crack location, orientation and number of cycles to fretting fatigue crack initiation and applied to Titanium alloy using different pad geometries. The parameter introduced by Lykins et al. [24] is based on shear stress range, where maximum and minimum shear stress is evaluated to find the critical plane from -90° to 90° with an increment of 0.1°. Mathematical expression is as follows

\[
\Delta \tau_{\text{crit}} = (\tau_{\text{max}} - \tau_{\text{min}})
\]

To account for the effect of different stress ratios the formula takes the following form modified using the Walker’s method.

\[
\text{SSR} = \Delta \tau_{\text{crit}} = \tau_{\text{max}}(1 - R_\tau)^m
\]

Where, \( \tau_{\text{max}} \) is the maximum shear stress, \( R_\tau \) is the shear stress ratio and \( m \) is the fitting parameter. Apart from establishing the prediction of crack initiation and orientation, the initiation life is observed to fall in the band of ±3N from plane fatigue data. However, with different pad geometries significant variation in slip amplitude at the contact interface is observed [24].

### 2.8 Rolović and Tipton criteria

Rolović and Tipton presented the multi axial criteria based on combination of stresses and strains [25]. This criterion also consider damage on the critical plane with a length of 1mm crack size. The criteria has been tested against proportional and non-proportional loading conditions. The results are compared for both in phase and out-of-phase test data. Based on this criteria life estimation can be predicted with the following equation:

\[
\gamma(\tau + 0.3\sigma_n^{\text{max}}) + \sigma_n^{\text{max}}(\epsilon_n) = \frac{\nu}{E} (2N_0)^2b^2 + \sigma_{\epsilon}^\prime(2N_0)^{b+c}
\]
Where, $\tau$ and $\gamma$ are the shear stress and shear strain amplitude respectively on critical plane, $\sigma_{n}^{\max}$ is the maximum normal stress on the critical plane, $\epsilon_n$ is the normal strain amplitude, $\sigma_f'$ and $\epsilon_f'$ is the fatigue strength and fatigue ductility coefficient respectively, $b'$ and $c'$ are fatigue strength exponent and fatigue ductility exponent respectively. This criterion is also used for evaluation of fretting fatigue problems. Li et al. [18] implemented this criterion for calculation of fatigue damage parameter and also for estimation of life. The life prediction results computed with this criterion are shown to fall in a scatter band of ±3N. Moreover, they have implemented finite element methods for calculation of normal, shear and tangential stresses at the contact interface.

3 STRESS INVARIANT APPROACH

This approach uses stress invariants or tensor approach to define failure. Several multi axial criteria based on this approach are available in the literature, however only Crossland model in used frequently for application to fretting fatigue problems.

3.1 Crossland parameter

Crossland introduced a parameter which is based on the maximum amplitude of the second invariant of deviatoric stress tensor $\sqrt{1/2}$ and maximum hydrostatic pressure $(\sigma_{H})_{\max}$ [26]. Mathematically this criterion can be expressed as

$$CP = \sqrt{1/2} + \frac{\tau_{f-1} - \sigma_{f-1}/\sqrt{3}}{(\sigma_{H})_{\max}} \leq \tau_{f-1}$$ (10)

Where, $\tau_{f-1}$ is the fatigue limit under torsion and $\sigma_{f-1}$ fatigue limit under axial load, $(\sigma_{H})_{\max}$ is the maximum hydrostatic stress. This method intuitively has an advantage of shorter computation time over the critical plane approach models. This criterion has been used by many researches for computation of initiation life in fretting fatigue. Navarro et al. [5] have shown that Crossland parameter gives better standard deviation than other criteria for the case of spherical contact, however larger scatter band is observed for cylindrical contact. Nesládek et al. [10] has shown the drop of fatigue limits from plain fatigue and CP has performed well in fatigue prediction. Furthermore, finite element analysis is used to calibrate the coefficient of friction.

4 CONTINUUM DAMAGE MECHANICS APPROACH

This approach defines the failure in terms of damage, which constitutes on a damage variable. The evolution of this damage variable is calculated and failure is concluded when it reaches a critical value. This approach was first introduced by Kachanov [27], and is based on thermodynamic principle. Based on this concept, several theories have been developed and applied to predict crack nucleation in fretting fatigue problems.

4.1 Bhattacharya- Ellingwood damage model

The model presented by Bhattacharya and Ellingwood [28] is based on Continuum Damage Mechanics (CDM), which calculate cumulative fatigue damage. This model can predict crack initiation with the assumption that fatigue damage occurs before localization. The mean stress effects, loading sequence effects, stress controlled and strain controlled loading cycle effects are also accounted for. The equation for isotropic fatigue damage under uniaxial loading as function of loading cycle is given by:

$$D_n = 1 - (1 - D_0) \prod_{i=1}^{n} \left( \frac{1}{1 + \frac{1}{N'}} \Delta \epsilon_{p0i}^{1/3} - \frac{1}{1 + \frac{1}{N}} \Delta \epsilon_{0i}^{1/3} + A_i \right) ; \sigma_{\max_i} > \sigma_{e}$$ (11)

$$A_i = \frac{3 \sigma_f'}{4(2^{1-1/\eta'})} - \frac{\Delta \epsilon_{p0i}^{1/3}}{1 + \frac{1}{N'}} + \frac{\Delta \epsilon_{p1i}^{1/3}}{1 + \frac{1}{N}} \Delta \epsilon_{p0i}$$ (12)
In the above set of equations (11) and (12), \( D_n \) is the damage after \( n \) cycles, \( D_0 \) is the initiation damage at fatigue cycle (for undamaged material \( D_0 = 0 \)), \( H \) and \( h' \) are the cyclic hardening modulus and cyclic hardening exponent respectively. \( \sigma_f, \sigma_{\text{max}}, \sigma_e \) are the true failure stress, maximum stress for cycle \( i \) and endurance limit respectively. \( \Delta \epsilon_{p1i}, \Delta \epsilon_{p0i}, \Delta \epsilon_{\text{pm}i}, \Delta \epsilon_{\text{p}1i} \) are the threshold strain of damage increment, initial plastic strain, final plastic strain and threshold plastic strain of damage increment for cycle \( i \) respectively. When the damage value reaches the critical value \( D_{Ni} \geq D_C \), the crack is initiated.

Using the same model Quraishi et al. [29] have adopted it for fretting fatigue problems. Due to fretting loading conditions, shear stresses are calculated. These shear stresses are resolved into components alternating tensile and compressive stresses. By applying CDM approach fretting fatigue initiation life is predicted by combining the damage caused by stresses in two directions. The expression relating critical damage \( D_c \) and number of cycles to initiation \( N_i \) is given by:

\[
D_c = 1 - \left[ \frac{1}{1 + \left( \frac{\Delta \epsilon_{p1i}^{1+\frac{1}{H'}} - \Delta \epsilon_{p0i}^{1+\frac{1}{H'}} + A_1}{1 + \frac{1}{H'}} \right)^{2N_i}} \right] (13)
\]

The results shows good agreement for predicting number of cycles to failure for given maximum normal stress[29]. The S-N curves for Al 2024 and S45C are comparable with the experimental results.

### 4.2 Lemaitre damage model

Lemaitre introduced damage models based on CDM approach for ductile damage, creep damage and fatigue damage [30]. The damage is considered to be isotropic for predicting number of cycles to failure. Later in his work [31,32] the dissipation potential function \( \varphi \) was presented for the case of elastic and plastic conditions as expressed in equation (14) and (15) respectively.

\[
\varphi = \frac{C}{(\beta+\frac{1}{3})} (Y)^{(\frac{\beta}{2})+1} Y \quad (14)
\]

\[
\varphi = \frac{C}{(\beta+\frac{1}{3})} (\frac{\pi}{2})^{(\frac{\beta}{2})+1} (\bar{p} + \bar{\pi}) \quad (15)
\]

Where, \( C \) and \( \beta \) are material dependent damage parameters, \( Y \) is elastic strain energy \( \bar{p} + \bar{\pi} \) are plastic strain rate and accumulated micro-plastic strain respectively.

Based on the theory of Lemaitre [31], a promising work is contributed by Hojjati-Talemi and Wahab [33] by deriving the equations for elastic and elasto-plastic condition and developed an uncoupled damage model for application to fretting fatigue problems. They developed a predictor tool to calculate fretting fatigue crack initiation life time and initiation location by combining CDM approach with FEM. Moreover, the effect of contact geometry, axial stress, normal load and tangential load is presented. Using the dissipation potential function \( \varphi \) for elastic condition, the damage \( D \) and number of cycles to initiation are given by equation (16) and (17) respectively.

\[
D = 1 - \left[ 1 - A(\beta + 3) \left( \sigma_{\text{eq, max}}^{\bar{\beta}+2} - \sigma_{\text{eq, min}}^{\bar{\beta}+2} \right) \left( \frac{2}{3} (1 + v) + 3(1 - 2v) \left( \frac{\sigma_{\text{eq}}}{\sigma_{\text{eq}}} \right)^{2} \right) N \right]^{1/(\beta+3)} (16)
\]

\[
N_i = \frac{1}{A(\beta+3)} \left( \sigma_{\text{eq, max}}^{\bar{\beta}+2} - \sigma_{\text{eq, min}}^{\bar{\beta}+2} \right) \left( R_v \right)^{\frac{\bar{\beta}}{2}-1} \quad (17)
\]

Where \( A \) and \( \beta \) are material dependent damage parameters and are obtained by fitting equation (17) in the experimental data. \( \sigma_{\text{eq,max}} \) and \( \sigma_{\text{eq,min}} \) are the maximum and minimum equivalent Von Mises stress respectively. The estimated results for initiation life time with this model are found in close approximation with the experimental data and fall in a scatter band of \( \pm 2N \).
Using the function \( \phi \) defined in equation (15), Hojjati-Talemi et al. [34] have derived the damage equation as a function of number of cycles. In this study CDM approach is used along with FEM to compute initiation life and XFEM is used to compute the propagation life.

\[
D = 1 - \left[ 1 - A(m + 2\beta + 2) \left( \frac{\sigma_{\text{eq,max}}^{m+2\beta} - \sigma_{\text{eq,min}}^{m+2\beta}}{R_{\nu}^{m+2\beta}} \right) \right]^{1/(m+2\beta+2)}
\]

(18)

\[
N_i = \frac{(-m-2\beta - m-2\beta)R_{\nu}}{A(m+2\beta+2)}
\]

(19)

Where, \( m \) is the power constant in Ramberg-Osgood equation. The results have shown good agreement between numerical data and experimental data, also total estimated life fall in a scatter band of \( \pm 2N \) [34].

5 CONCLUSIONS

In this paper different approaches regarding fretting fatigue crack initiation criteria have been reviewed and the following important points can be concluded.

1. The criteria using critical plane approaches are suitable to model crack initiation and orientation. These criteria predict fretting fatigue behavior as they can also be used with non-proportional loading. Initiation life mostly fall in a scatter band of \( \pm 3N \).
2. Stress invariant based approach can also be used for modeling fretting fatigue problems. This approach is intuitively more efficient than critical plane models as the parameter does not have to be computed on different planes, yet it loses the physical meaning of the problem.
3. CDM approach is recently employed to predict crack initiation/nucleation for fretting fatigue problems. Various authors have predicted initiation life within a scatter band of \( \pm 2N \) using this approach. This approach can be used with coupled and uncoupled damage models for initiation and propagation phase.
4. Finite element methods can be used with various criteria for prediction of crack initiation/nucleation location and estimated life. Almost all of the criteria can be modeled with FEM with good accuracy, also the effects of various fretting fatigue parameters can be studied. Furthermore, XFEM can be used for modeling of crack propagation and can be combined with various approaches to predict total life.
5. Studies have shown that there is no universal criteria, which gives best results for all type of materials, contact type and loading conditions. The results of the multi axial criteria also depends on the definition of crack initiation or nucleation, as crack initiation has been defined from micro level upto a length of millimeter. Various local and non-local approaches have been developed to evaluate failure parameters over specified length or volume. Therefore selection for the most suitable approach and criteria depends on various factors and vary from case to case.
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Abstract: The prediction of residual stress in the welding process has been improved during the last decade. Two groups of methods can be roughly classified. The first group derives the stress field by simply analysing and fitting the measured values to achieve a whole description of stress in structural components. In the second group, the residual stress field is reconstructed based on the concept of eigenstrain and mechanics theories. It provides an improved treatment of experimental results and can be regarded as an improved version of the first. This paper reviews theories, formulations and corresponding results of the two methods.
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1 INTRODUCTION

Residual stress is a typical phenomenon that occurs during manufacturing processes, such as quenching, forging, welding, etc. It occurs as a result of inhomogeneous dimensional changes, heat treatment or/and phase transformation, and is defined as a self-equilibrating internal stress existing in a body without any external forces or constraints [1]. Residual stress has various impacts on the behaviour of welded structures. The yield stress of components may be changed due to the existence of residual stress. Furthermore, the sensitivity to corrosive environment may be affected, cracks may form without external load, and fatigue life and elastic stability may be influenced.

In this review, only macro residual stress is considered. The term ‘macro’ refers to the residual stress as an averaged value over a long distance of the order of grains or precipitates [2]. Residual stress at the level of material imperfections (crystal inhomogeneity, misalignment of lattice plane, interstitial defects, etc.) is not taken into account due to the fact that most approaches presented here treat welds as continuum. Among numerous methods, the one that simply fits stress data is the most practical. This method does not require much input and can be applied to many situations. There also exist several handbooks [3-5] providing the formula to predict residual stress based on polynomial series. But sometimes it is supplemented by simulation results acting as upper bound for safety reason [6]. The first approach is named empirical methods in the paper. The second approach is referred to as reconstructive method, in which the experimental data used to reconstruct the stress/strain field are treated based on theories of mechanics instead of curves fitting. The main idea of the second approach lies in the concept of eigenstrain, which is the only factor causing residual stress in simulation models. Once a suitable eigenstrain field is found, both the strain and stress states can be fully characterized. The third section of this review focuses on this method.

2 EMPIRICAL METHOD

The empirical method predicts the stress field from the experimental results. By analysing the influencing factors, the distribution of residual stress can be obtained by simply fitting the results using empirical equations. Mohr et al. [7] investigated the stress distribution in girth butt welding of pressure vessels and piping as shown in Fig. 1. Two parameters, the thickness of work pieces and heat input were considered to be the main factors affecting the results. It was found that the majority of axial residual stresses fell between 20% and 80% of yield stress. When the heat input is smaller than 20 kJ/in per pass, the axial residual stress at internal surface mainly depends on the wall thickness.
In general, Mohr et al. [7] proposed an improved empirical treatment for estimating residual stresses in terms of heat input and wall thickness. Since the heat input is proportional to the number of weld passes and wall thickness, a further step was made to express residual stresses $\sigma_{\text{residual}}$ at internal surface in terms of the number $n$ weld passes and yield stress $\sigma_{ys}$ of base material as follows:

If $n \leq 5$

$$\sigma_{\text{residual}} = \sigma_{ys}$$

If $6 < n \leq 20$

$$\sigma_{\text{residual}} = \sigma_{ys} \left( 1.33 - \frac{n}{15} \right)$$

If $n > 20$

$$\sigma_{\text{residual}} = 0.0$$

The correlation between the number of weld passes and the longitudinal residual stress at the weld centreline from experiments, as well as, the fitted equations are shown in Fig. 2. For safety reason, the results from empirical equations should be checked within the bound of available data.

A similar approach suggested a polynomial curve fit of residual stress measurements on selected structural components [9]. Dong et al. [10] calculated the longitudinal and transverse residual stress of circumferential
girth welds as in Fig. 1 empirically. The results were compared to finite element solution and experimental data. In his approach the longitudinal residual stress $\sigma'^r$ is prescribed as a linear function of position $x$ through the thickness of work piece as:

$$\sigma'^r = \sigma'^r + \left(\sigma'^o - \sigma'^r\right) \frac{x}{t}$$

(4)

where $x$ is measured from inner surface to the position of interest and $t$ is the thickness of pipe as shown in Fig. 1. $\sigma'^o$ and $\sigma'^r$ are residual stress at the outer and inner surface of pipes respectively, and are given as:

$$\sigma'^o = \sigma_y$$

(5)

For $t \leq 15mm$

$$\sigma'^r = \sigma_y$$

(6)

For $15mm < t \leq 85mm$

$$\sigma'^r = \sigma_y [1.0 - 0.0143(t - 15)]$$

(7)

For $t > 85mm$

$$\sigma'^r = 0$$

(8)

$\sigma_y$ takes the larger value of yield strengths from base $\sigma_{yB}$ and weld material $\sigma_{yW}$.

On the other hand, the transverse residual stress $\sigma'^t$, depends not only on the type of steels (ferritic or austenitic steel), but also on the magnitude of heat input. The stress distribution for ferritic steels are given as:

For $\frac{\dot{q}}{t} \leq 50J \cdot mm^{-2}$ (low heat input)

$$\sigma'^t = \sigma_y \left[1 - 6.80 \frac{x}{t} + 24.30 \frac{x^2}{t^2} - 28.68 \frac{x^3}{t^3} + 11.18 \frac{x^4}{t^4}\right]$$

(9)

For $50 < \frac{\dot{q}}{t} \leq 120J \cdot mm^{-2}$ (medium heat input)

$$\sigma'^t = \sigma_y \left[1 - 4.43 \frac{x}{t} + 13.53 \frac{x^2}{t^2} - 16.93 \frac{x^3}{t^3} + 7.03 \frac{x^4}{t^4}\right]$$

(10)

For $\frac{\dot{q}}{t} > 120J \cdot mm^{-2}$ (high heat input)

$$\sigma'^t = \sigma_y \left[1 - 0.22 \frac{x}{t} - 3.06 \frac{x^2}{t^2} + 1.88 \frac{x^3}{t^3}\right]$$

(11)

where $x$ and $t$ are defined as the same in the case of longitudinal residual stress while $\sigma_y$ takes the minor value of $\sigma_{yB}$ and $\sigma_{yW}$. $\dot{q}$ is the linear heat input and expressed as a function of welding current $I$, voltage $V$ and travel speed $u$:

$$\dot{q} = \frac{I \cdot V}{u}$$

(12)
The stress distribution at high heat input for autenitic steels holds the same as ferritic steels. The stresses in medium and low heat input have the same expression as Equation (9). Comparison with experimental data showed that the results from empirical equations were relatively conservative. Improvement can be done in several aspects. For example, the heat input can be treated as continuous rather than discretely as low, medium and high. Important geometrical parameters, such as pipe radius can be considered in expressions as well.

3 RECONSTRUCTIVE METHOD

An improvement is made with respect to the treatment of measured and simulated results using a reconstructive method. Unlike the empirical method, this method solves residual stress field based on mechanics theories. By implementing theories of shells or micromechanics, the problem is simply reduced to figuring out a stress field inherited with non-elastic strains. The non-elastic strain refers to the total plastic strain due to phase transformation, thermal expansion, geometrical mismatch, etc. In many researches, non-elastic strain is also named eigenstrain [11] or inherent strain [12]. It should be noted that the eigenstrain accounts for all permanent strains that give rise to residual stresses, but not a simply addition of the various non-linear strains. A general decomposition of the total strain \( \varepsilon_{\text{total}} \) can be decomposed as:

\[
\varepsilon_{\text{total}} = \varepsilon^e + \varepsilon^* 
\]

where \( \varepsilon^e \) is elastic strain and \( \varepsilon^* \) is eigenstrain.

Masubuchi [13] considered four steps in this method, namely a) heat flow analysis, b) transient thermal stresses analysis, c) determination of non-elastic strain and total strain, and finally d) residual stresses analysis. Among those steps the third is the most important for the analysis of the distribution and magnitude of residual stress. Mura [11] developed a mathematical framework determining residual stresses considered in an infinite 3-D body. In his approach, the phases were supposed to transform within a domain of sphere or ellipsoid, and the resultant volume change was assumed to be uniform within that domain. Then, corresponding eigenstrain was uniformly distributed as well and constant throughout the domain according to Eshelby [14]. At a long distance outside the domain it decreased to zero.

With the knowledge of eigenstrain, the corresponding elastic and total strain can be determined. If the whole eigenstrain field is known, the residual stress and strain field can be deduced directly, which is known as the direct problem of eigenstrain theory [15]. The fundamental equations in the case of infinitely extended material are given as [11]:

\[
C_{ijkl} u_{k,j} = C_{ijkl} \varepsilon^*_{kl,j} 
\]

\[
\varepsilon^*_{ij}(x) = \varepsilon^*_{ij}(\xi) \exp(i \xi \cdot x) 
\]

where \( C_{ijkl} \) is elastic moduli and \( u \) the displacement. The eigenstrain \( \varepsilon^* \) is supposed to be in the form of a single wave of amplitude \( \varepsilon^* \) and \( \xi \) is the wave vector corresponding to the given period of distribution (15). However, the direct solution of eigenstrain theory is not practical when applied to other geometries like plane-bounded semi-infinite space or when the information of eigenstrain is incomplete.

To avoid the limitation of direction solution, an inverse method was developed. The basis of this method lies in the quantitative comparison between experimental data and predicted values of reconstructed strain field at the same location, which is called the inverse problem of eigenstrain theory [16]. In the inverse method, the unknown eigenstrain distribution is expressed as a summation of series of basic functions with coefficients to be determined. Those unknown coefficients are deduced by the least square method. Ueda et al [17] proposed the relations between residual \( \sigma_{\text{residual}} \), elastic strains \( \varepsilon^e \) and eigenstrain \( \varepsilon^* \) as:

\[
\varepsilon = H^* \varepsilon^* 
\]

\[
\sigma_{\text{residual}} = D \varepsilon 
\]

where \( H^* \) is elastic response matrix and \( D \) the stress-strain matrix.

The choice of basic function for eigenstrain varies for different researchers. Cao et al. [18] and Qian et al. [19] adopted a series of smooth functions, such as two-term or trigonometric polynomials. Kartal et al. [20]
used the polynomials of Legendre and Korsunsky et al. [21] and the Chebyshev polynomials to present the nature of eigenstrain distribution. A general expression of eigenstrain is:

\[
\varepsilon_{ij}^* = \sum_{m=1}^{M} \alpha_{ij}^m N_m
\]

where \(\alpha_{ij}^m\) is the unknown coefficients, \(M\) the number of terms of polynomial and \(N_m\) the chosen basic functions.

Jun et al. [16] summarized the framework of reconstructing eigenstrain field and solving the inverse problem by finite element method (FEM). First, the FE model is set up according to the sample geometry, in which only the elastic material properties, such as Young's modulus and Poisson’s ratio are needed. For regions where eigenstrains are possibly localized, fine mesh is recommended. Then, arbitrary eigenstrains are introduced in FE model by arbitrarily prescribing coefficients of thermal expansion. The eigenstrain is treated comparable to thermal strain since the modelling does not require explicit knowledge about its origin. After the completion of simulation, the elastic strains of the same experimental area are extracted for optimizing the coefficients. The simulations and optimizations are conducted until a good agreement is achieved. The final FE model provides extensive information such as residual stresses, strains, displacement, etc. Fig. 3 shows the residual strains predicted by this procedure [16].

![Fig. 3 Contour plots of (left) localised eigenstrain input at different positions and (right) the corresponding residual strain distributions [16]](image)

Besides FEM, boundary element method (BEM) can be used to calculate residual stresses as well. Qian et al. [22] approximated the eigenstrain field as a series of two-term polynomials. Based on the work by Cheng et al. [23], the corresponding domain integral is then transformed into boundary integral. Two examples are presented to demonstrate the effectiveness of this approach.

Instead of measuring and comparing strains directly, the deformation after welding can also be used to determine residual stresses. Wang et al. [24] estimated eigenstrains by analysing the deformation and the tendon force and applied them in an elastic FE analysis.

Similarly, a shell theory based scheme is developed by Song et al. [25, 26] to estimate the residual stress distribution. After analysing the distribution features of numerous residual stress solutions, Dong et al. [8] identified that the residual stress \(\sigma\) at weld toe can be decomposed into three parts, through-thickness membrane \(\sigma_t\), bending \(\sigma_b\) and self-equilibrating \(\sigma_{s.e.}\) stresses:

\[
\frac{\sigma(\xi)}{S_y} = \sigma_t + \sigma_b + \sigma_{s.e.}(\xi)
\]

(19)

\[
\sigma_{s.e.}(\xi) = e\xi^2 + f\xi^3 + g\xi^4 + h\xi^5
\]

(20)

\[
\sigma_t = a_t \cdot \ln\left(\frac{r}{t}\right) + b_t
\]

(21)

\[
\sigma_b = a_b \cdot \ln\left(\frac{r}{t}\right) + b_b
\]

(22)
where \( \xi = 2^t_1 - 1 \) with \( x, t \) and \( r \) identically defined in Chapter 2 and \( S \) is the material yield strength of base material. Coefficients \( a_m, a_b, b_m, b_b, e, f, g \) and \( h \) are determined using empirical equations of heat input and specimen geometry. With the knowledge of stresses at weld toe, the distribution of residual stresses in other area can be calculated analytically through classical shell theory. Yang et al. [27] adopted shell theory as well but considered the material as ideal plastic.

4 CONCLUSION

As far as concerned, the empirical method adopts a set of easy and practical equations to predict the residual stress profiles in welds. However, the case study [10] shows that it provides relatively conservative results in engineering applications. The treatment of heat input and component geometries can be improved to have a more realistic results. The reconstructive method is developed to treat the measurements in a more decent way. The framework mentioned in section 3 can be flexibly applied to any other complex structures. To achieve a stable solution of the stress/strain field, the choice of basic functions of eigenstrain and measurement points are of considerable importance.
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EFFECTS OF GRAPHITE AND ARTIFICIAL DEFECTS ON THE FATIGUE STRENGTH OF FERRITIC-PEARLITIC DUCTILE CAST IRON
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Abstract: Small defects such as graphite and casting defects affect the fatigue strength of ductile cast irons. In order to quantitatively investigate the effects of these small defects, rotating bending fatigue tests of specimens containing different types of artificial small defects as well as smooth specimens were performed for a ductile cast iron JIS FCD550 with the matrix of ferrite and pearlite. Artificial defects were the drilled hole with the diameters of 200 μm and 500 μm, and the circumferential shallow notches with the depths of 10 μm, 100 μm and 200 μm and the notch root radii of 5 μm and 50 μm. The observation of fatigue process revealed that the fatigue limit is the threshold stress for propagation of a small crack emanating from graphite particles or artificial defects. The interaction of artificial defects and nearby graphite particles is so small that the fatigue limit can be modelled by ignoring the interaction. Finally, a method of fatigue limit prediction was proposed by means of the area parameter model. As a geometrical parameter, area was used, while as a material parameter, the ultimate tensile strength was used instead of the Vickers hardness usually used in this model. The experimental results obtained from specimens containing artificial defects agreed well with the predictions. The critical size for the artificial defect that does not affect the fatigue limit was also discussed.

Keywords: Ferritic-pearlitic ductile cast irons; rotating bending fatigue tests; fatigue limit; small defects; area parameter model

1 INTRODUCTION

The fatigue strength of ductile cast iron is influenced by small artificial defects such as graphite particles and casting defects in the material. It is known that the fatigue limit of many metallic materials with small defects can successfully be predicted based on the area parameter model by using area as a geometrical parameter of defect and the Vickers hardness HV as a material parameter [1]. However, a lot of ductile cast irons have a two-phase matrix structure consist of ferrite and pearlite and in addition a vast number of graphite particles are present in the material. Evaluation of area and HV needs special considerations in applying the area parameter model to those complicated matrix structures. Endo and Yanase [2] proposed a method for the estimation of area and HV for ductile cast iron of FCD400 and FCD700 with the matrix consist of a single phase of either ferrite or pearlite. Then, they showed that the fatigue limit of specimens containing artificial defects such as holes and notches could be predicted by the area parameter model. The purpose of this study is to present a new method to apply the area parameter model to the ductile cast iron FCD550 that has a two-phase matrix with almost evenly distributed ferritic and pearlitic phases.

2 EXPERIMENTAL PROCEDURES

2.1 Employed material and specimen

Employed material is an as-cast ductile cast iron JIS FCD550. The chemical composition is given in Table 1. The microstructure is given in Fig. 1. The area fractions in the microstructure are 10.5% for graphite, 45.3% for ferrite and 44.2% for pearlite. The shape and dimensions of smooth specimen is shown in Fig. 2. After lathe turning of specimens, the surface was finished with an emery paper up to #1000 and then by buffing with an alumina paste to the depth that the worked layer developed during machining was removed. On the
surface of specimens, then, a small hole was introduced by a micro-drilling machine or a circumferential shallow notch was introduced by a lathe into the shapes shown in Fig. 3. The diameters of holes were \(d = 200 \, \mu m \) and \(500 \, \mu m \). The depth \(h\) was equal to its diameter \(d\) (i.e. \(d = h\)). The depth of circumferential notches were \(t = 10 \, \mu m\), \(100 \, \mu m\) and \(200 \, \mu m\). The notch tip radii were \(\rho = 5 \, \mu m\) and \(50 \, \mu m\). Before the fatigue testing, the surface layer of about \(10 \, \mu m\) in thickness was removed from the specimens by electro-polishing.

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Cu</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.84</td>
<td>2.5</td>
<td>0.66</td>
<td>0.017</td>
<td>0.009</td>
<td>0.21</td>
<td>0.043</td>
</tr>
</tbody>
</table>

![Fig. 1 Microstructure of FCD550.](image1)

![Fig. 2 Geometry of smooth specimen.](image2)

![Fig. 3 Geometries of circumferential notch and drilled hole.](image3)

### 2.2 Fatigue testing machine and definition of fatigue limit

A rotating bending fatigue testing machine of uniform moment type with the operating speed of 67 Hz and the capacity of 100 Nm was used. Fatigue limit was defined as the maximum nominal bending stress under which a specimen endured \(10^7\) cycles. The minimum step of stress level for determining the fatigue limit was 5 MPa.

### 3 RESULTS AND DISCUSSION

The results of fatigue test are given in Table 2 and Fig. 4. It is seen that fatigue limit decreases with increase in \(\sqrt{\text{area}}\) of artificial defects independently of types of artificial defects. However, the fatigue limit for the circumferential notch with the depth \(t = 10 \, \mu m\) was equal to that of smooth specimen. Therefore, this circumferential notch is a harmless defect that does not influence the fatigue limit.

Fig. 5 shows the non-propagating cracks observed at hole edge (left) and notch root (right) at the fatigue limit. Smooth specimens also had numerous non-propagating cracks emanating from graphite particles at the
fatigue limit. Consequently, as in the case of FCD400 and FCD700 [2], it is concluded that the fatigue limit of FCD550 is determined by the threshold condition for propagation of a small crack emanating from defects.

As already mentioned in the introduction, the fatigue limits of FCD400 and FCD700 with the matrix consist of a single phase of almost only ferrite or pearlite can be predicted by the √area parameter model [2]. To predict the fatigue limit by the √area parameter model, the Vickers hardness HV as a material parameter and √area as a geometrical parameter of defect are necessary. There are numerous graphite particles in ductile cast iron. Therefore, one might concern about the interference effect of artificial defect and graphite on the fatigue strength in estimating the value of √area. However, the defect determining fatigue limit is comparatively larger than the mean size of graphite particles existing in the vicinity of the defect. In addition, it is known that the fatigue limit σw and √area have a relationship expressed by σw ∝ (√area)^{-1/6} [1], and therefore σw is insensitive to small change in √area. From these reasons, it can be concluded from the engineering perspective that the interference is so small that we can assume that the defect exists solely by ignoring the existence of graphite [2]. This means that √area with focus only on a detrimental artificial defect can be used as a geometrical parameter of defect.

On the other hand, the measured value of the Vickers hardness HV is likely to contain the effect of soft graphite. When the microstructure consists of only graphite and a single phase like FCD400 and FCD700, a method has been proposed for the measurement of pure matrix hardness excluding the effect of graphite [2]. As a result, it was shown that the fatigue limits of FCD400 and FCD700 were reasonably predicted by the √area parameter model. In case of FCD550, however, the ferritic area fraction was 50.6% and the pearlitic

Table 2 Rotating bending fatigue limits of smooth and defect-containing specimens.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Defect size (μm)</th>
<th>√area (μm)</th>
<th>σw (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>-</td>
<td>-</td>
<td>260</td>
</tr>
<tr>
<td>Holed</td>
<td>d (h)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>200 (200)</td>
<td>253</td>
<td>220</td>
</tr>
<tr>
<td></td>
<td>500 (500)</td>
<td>463</td>
<td>175</td>
</tr>
<tr>
<td>Notched</td>
<td>t (ρ)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10 (5)</td>
<td>31.6</td>
<td>260</td>
</tr>
<tr>
<td></td>
<td>100 (50)</td>
<td>316</td>
<td>195</td>
</tr>
<tr>
<td></td>
<td>200 (50)</td>
<td>632</td>
<td>165</td>
</tr>
</tbody>
</table>

Fig. 4 S-N data.

Fig. 5 Non-propagating cracks observed at hole edge (left) and notch bottom (right) at fatigue limit.
area fraction was 49.4% in the matrix. Therefore, the pure mean hardness of the two-phase matrix is hard to be measured without including the effect of graphite.

It is empirically known that fatigue limit is related not only to material hardness but also to ultimate tensile strength (UTS) $\sigma_B$. The present study, therefore, focuses on the UTS $\sigma_B$ instead of the Vickers hardness $HV$ as a parameter that is representative of the strength of microstructure. Fig. 6 shows the relationship between the results of fatigue limit $\sigma_w$ and UTS $\sigma_B$ of FCD550 obtained in the present study together with those of FCD400, FCD600 and FCD700 [3-5]. The UTSs of FCD400, FCD600 and FCD700 were measured to be 418-420 MPa, 641 MPa and 734 MPa, respectively. Fig. 6 indicates that the fatigue limit tends to become larger with the UTS $\sigma_B$. The relationship between the fatigue limit of smooth specimen $\sigma_w$ (MPa) and $\sigma_B$ (MPa) is linearly approximated by the least-square method and expressed by the following equation:

$$\sigma_w = 0.25\sigma_B + 110.$$  

(1)

The fatigue limit $\sigma_w$ of specimens with a small artificial defect is influenced by the defect size. Based on the $\sqrt{\text{area}}$ parameter model, $\sigma_w$ is expected to be inversely related to $(\sqrt{\text{area}})^{1/6}$. If the ordinate is expressed by a non-dimensional value by multiplying $\sigma_w$ by $(\sqrt{\text{area}})^{1/6}$, only the effect of matrix structure can be highlighted. The relationship between $\sigma_w$ $(\sqrt{\text{area}})^{1/6}$ and $\sigma_B$ is shown in Fig. 7. The correlation is good and the experimental data is plotted within a comparatively narrow band. By considering the concept of the $\sqrt{\text{area}}$ parameter model, the following form of predictive equation would be promising:

$$\sigma_w = \frac{F_{\text{loc}}(A\sigma_B + B)}{(\sqrt{\text{area}})^{1/6}}.$$  

(2)

where $A$ and $B$ are the constants independent of material and defect size, which are considered to be applicable to a range of ductile cast irons investigated in this study. $F_{\text{loc}}$ is the coefficient dependent on the location of defect; $F_{\text{loc}} = 1.43$ for such the surface defects as examined in this experiment, $F_{\text{loc}} = 1.56$ for interior defects and $F_{\text{loc}} = 1.41$ for defects just in contact with the surface. The following relation is obtained by applying the least-square method to the data in Fig. 7:

$$\sigma_w = \frac{F_{\text{loc}}(0.34\sigma_B + 170)}{(\sqrt{\text{area}})^{1/6}}.$$  

(3)

Fig. 6 Relationship between fatigue limit and UTS.  

Fig. 7 Relationship between $\sigma_w(\sqrt{\text{area}})^{1/6}$ and UTS.
where \( \sigma_w \) is in MPa and \( \sqrt{\text{area}} \) is in \( \mu m \). Although Eq. 3 was obtained from the data for surface defects, it is also applicable to other locations of defect by changing the value of \( F_{loc} \). The prediction line drawn by Eq. 3 is shown in Fig. 7. All experimental results are predicted within the error of \( \pm 10\% \). Fig. 8 shows the modified S-N data. In this relationship, the ordinate is the dimensionless relative fatigue strength, which is obtained by normalising the applied stress amplitude \( \sigma \) by the fatigue limit \( \sigma_{wp} \) predicted using Eqs. 1 and 3. The S-N data for smooth specimens and specimens containing various types and sizes of artificial defects is well characterized by this expression.

Eq. 3 indicates that \( \sigma_w \rightarrow \infty \) when \( \sqrt{\text{area}} \rightarrow 0 \). However, this never happens actually and \( \sigma_w \) will never significantly exceed the upper bound of fatigue limit determined by Eq. 1. This is because the determination of fatigue limit of smooth specimens without artificial defects is controlled by graphite particles and other casting defects inherently existing in the material. The critical size of artificial defect that does not decrease the fatigue limit of smooth specimen is given from \( \sigma_{w0} = \sigma_w \) with Eqs. 1 and 3 as

\[
\sqrt{\text{area}}_c = \left( \frac{F_{loc}(0.34\sigma_B + 170)}{0.25\sigma_B + 110} \right)^6
\]

where \( \sigma_B \) is in MPa and \( \sqrt{\text{area}}_c \) is in \( \mu m \). Eq. 4 gives \( \sqrt{\text{area}}_c = 77 \mu m \) by putting \( \sigma_B = 552 \) MPa for FCD550 and by choosing \( F_{loc} = 1.43 \) for surface defect. The circumferential notch of \( t = 10 \mu m \) gives \( \sqrt{\text{area}} = \sqrt{10} \cdot 10 \mu m = 32 \mu m \) (cf. Fig. 3), which is smaller than \( \sqrt{\text{area}}_c = 77 \mu m \). Thus, it is reasonably understood that this circumferential notch was a harmless defect that did not decrease the fatigue limit.

The value of \( \sigma_{w0} \) is obtained by the tensile test, and it contains the effect of graphite in addition to the effect of matrix. The volume fraction of graphite is usually in the range of about 10-15\% and the size distribution of graphite particles is not so much different among regular ductile cast irons. Therefore, it may be reasonable to assume the tensile strength \( \sigma_B \) as a parameter representative of the effect of matrix. However, Eqs. 1 and 3 require cautious use of \( \sigma_{w0} \) when the target ductile cast iron is an irregular material that has quite different volume fraction or size distribution of graphite. Further, one must keep in mind that Eq. 1 is derived based on the experimental results obtained by using small number of specimens. The fatigue limit of smooth specimen is influenced by the statistical factor associated with the control volume being subjected to high stress. For a larger number of specimens or massive products, the possibility of occurrence for larger size of the graphite particles or casting defects that determine fatigue strength will increase and as a result, the fatigue limit predicted by Eq. 1 could unexpectedly be non-conservative.

4 CONCLUSIONS

The rotating bending fatigue strength of smooth and specimens containing artificial small defects of drilled hole and circumferential shallow notch was experimentally investigated for a ferritic-pearlitic ductile cast iron FCD550 and the applicability of the \( \sqrt{\text{area}} \) parameter model was discussed. The obtained results are summarized as follows:

- Fatigue limit was determined by the limiting condition for non-propagation of a crack emanating from graphite particles or artificial defects.
There was a strong correlation between fatigue limit and tensile strength \( \sigma_B \) in the range of \( \sigma_B = 400 - 750 \) MPa. The following equation was obtained for the fatigue limit \( \sigma_{w0} \) of smooth specimens:

\[
\sigma_{w0} = 0.25\sigma_B + 110. \tag{a}
\]

In addition, the following equation was obtained for specimens with artificial defects:

\[
\sigma_w = \frac{F_{loc}(0.34\sigma_B+170)}{(\sqrt{\text{area}})^{1/6}}. \tag{b}
\]

where \( F_{loc} \) is the correction coefficient dependent on the location of defect being \( F_{loc} = 1.43 \) for surface defects, \( F_{loc} = 1.56 \) for interior defects and \( F_{loc} = 1.41 \) for defects just below the surface. The units of variables in Eqs. a and b are MPa for \( \sigma_{w0}, \sigma_w \) and \( \sigma_B \), and \( \mu m \) for \( \sqrt{\text{area}} \).

The experimental and predicted results exhibited a good agreement within the error of \( \pm 10\% \). Further, the prediction equation for the critical size of harmless defect was presented based on Eqs. a and b.

5 REFERENCES

EVALUATION OF ADHESIVE STRENGTH BASED ON THE INTENSITY OF SINGULAR STRESS FIELD OF SINGLE LAP JOINT
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Abstract: In this study, the adhesive strength for single lap joint is investigated based on the intensity of singular stress field. First, the critical intensity of singular stress at the adhesive dissimilar joint is calculated by using finite element method (FEM) based on the experimental result. It is found that the adhesive strength can be expressed as the critical intensity of singular stress field. Then, a suitable evaluation method of adhesive strength is investigated focusing on the deformation angle at the interface corner edge. The effect of specimen geometry on the intensity of singular stress is considered. The results show that the intensity of singular stress field decreases with increasing the adherend thickness, the minimum intensity of singular stress can be obtained when the adherend thickness is large enough. The results of the deformation angle at the interface corner edge show a similar trend as in intensity of singular stress field, and the minimum deformation angle can be obtained when the adherend thickness is large enough. The usefulness of the method is investigated focusing on the deformation angle at the interface corner edge.

Keywords: Stress intensity factor; Interfaces; Deformation angle; Single lap joint

1 INTRODUCTION

Since adhesively joints are economical, practical and easy to be used; thus they have been widely used in a variety of industries. A number of studies of adhesive joints have been made so far [1-4]. The authors investigated the adhesive butt joint strength in Fig. 1 by changing the adhesive thickness and material combination [5,6]. It is found that the adhesive strength can be expressed as the critical intensity of singular stress field as \( K_{\sigma_c} = \text{const} \) based on the experimental results. The adhesive strengths of the single lap joint (see Fig. 2(a)) and double lap joint (see Fig. 2(b)) were also investigated previously [7]. In this result, the adhesive strength of double lap joint is not equal to the one of single lap joint as expected and is almost twice larger than the one of single lap joint. Compared with double lap joint, single lap joint testing is more stable and used conveniently. The testing method and experimental adhesive strength are prescribed by Japanese Industrial Standards (JIS) [8]. However, since the debonding strength is defined as the magnitude of the load, the strength is affected by the specimen dimension and difficult to be applied to other geometries. Therefore, it is necessary to find a suitable method to evaluation the debonding strength of single lap joint testing.

In this paper, first, the debonding strength of single lap joint will be investigated based on the experimental results [9] by using the evaluation method shown in [6]. Then, a suitable evaluation method of adhesive strength will be evaluated focusing on the intensity of singular stress field and the deformation angle appearing at the end of interface.

\[ K_{\sigma_c} = F_0 \sigma_c W^{1/2} \]

Fig.1 Adhesive strength expressed as \( K_{\sigma_c} = \text{const} \) for butt joint.

Fig.2 Single and double lap joints.
2 ADHESIVE STRENGTH EXPRESSED AS A CONSTANT CRITICAL INTENSITY OF SINGULAR STRESS $K_{cr}$ FOR SINGLE LAP JOINT WITH VARYING ADHESIVE GEOMETRY $l_{ad}$ AND $t_{ad}$

Figure 3 shows the schematic illustration of the analysis models. It has been reported that the singularity exists near the interface corner, and the singularity depending on the singular indexes $\lambda_1$ and $\lambda_2$ at the interface [10]. In this paper, $\lambda_1 = 0.6062$, $\lambda_2 = 0.9989$. The stress $\sigma_\theta$ at $r$ direction ($\theta = 0$) can be expressed as follows. The notation $r$ denotes the radial distance away from the corner singular point O.

$$\sigma_\theta = \frac{K_{\sigma,\lambda_1}}{r^{1-\lambda_1}} + \frac{K_{\sigma,\lambda_2}}{r^{1-\lambda_2}} + \frac{K_{\sigma,\lambda_1}}{r^{1-\lambda_1}}(1 + C_\sigma r^{\lambda_2 - \lambda_1})$$

Here, $K_{\sigma,\lambda_1}$ and $K_{\sigma,\lambda_2}$ are the intensities of the singular stress field. The intensities of singular stress field can be obtained based on our previous study[11,12] by using Reciprocal Work Contour Integral Method[13] (RWCIM). The intensities of the singular stress field can be represented with only $K_{\sigma,\lambda_1}$ since $C_\sigma$ is almost constant expressed as $C_\sigma = -5.2387 \pm 0.2659$.

In this study, the thick specimens used by Park [9] in Fig.3 are analyzed where the adherends aluminum alloy 6061-T6 (Young’s modulus $E = 68.9$ [GPa], Poisson’s ratio $\nu = 0.3$) are bonded with adhesive FM73 M epoxy (Young’s modulus $E = 4.2$ [GPa], Poisson’s ratio $\nu = 0.45$). The typical force-displacement curves of the adhesive joints show nearly linear behavior. A drop in load was used to detect a failure. The total length of the specimen is 225mm, adherent thickness $t_1 = 7$mm, $d = 10$mm, adhesive thickness $t_{ad} = 0.15$–0.9mm, adhesive length $l_{ad} = 20$–50mm, $L = 50$mm, $\sigma_{m} = 1$MPa ($P = 14.15$N).

Fig.4 shows the $K_{cr}$ with different $l_{ad}$ and $t_{ad}$ under $P = P_{af}$. Here, $P_{af}$ is the fracture load, “A25” means $l_{ad} = 25$mm and $t_{ad} = 0.15$mm, “A25-30” means $l_{ad} = 25$mm and $t_{ad} = 0.30$mm, and so on. It is found that the average value of $K_{cr}$ is 4.030 MPa·m$^{-1/2}$, and the $K_{cr}$ values are almost constant independent of the $l_{ad}$ and $t_{ad}$. It is seen that the adhesive strength can be expressed as $K_{cr} = $const.

![Analysis model and boundary condition.](image1)

![Adhesive strength expressed as $K_{cr} = $const for $t_{ad} = 0.15$–0.9mm and $l_{ad} = 20$–50mm under fixed $t_1 = 7$mm, $L = 50$mm.](image2)

3 PURE SHEAR TESTING TO MINIMIZE $K_{\sigma,\lambda_1}$

The butt joint in Fig.1 is used to obtain the adhesive strength under pure tension [5, 6] and the single lap joint in Fig.2 is used to obtain the adhesive strength under pure shear. However, due to the deformation of single lap joint during testing, peeling force as well as shearing force is applied to the adhesive region. Then, the intensity of singular stress $K_{\sigma,\lambda_1}$ is also affected by the peeling force due to the deformation. Since the single lap joint testing should be done under pure shear loading, smaller $K_{\sigma,\lambda_1}$ is desirable. The fracture load $P_{af}$ increases with increasing the adhesive length $l_{ad}$ as described in [9], and the adhesive strength can be expressed as $K_{cr} = $const independent of adhesive geometry $l_{ad}$ and $t_{ad}$. This means that
when $K_{\sigma, \lambda}$ is small, the fracture load $P_{\text{af}}$ is large. Therefore, in order to minimize $K_{\sigma, \lambda}$, the effect of specimen geometry is considered under the same adhesive geometry and load $P$. In this section, we assume $P = 14.15$N, the adhesive length $l_{\text{ad}} = 25$mm, and adhesive thickness $t_{\text{ad}} = 0.15$mm. Then, the effects of specimen geometries $t_i$ (adherend thickness) and $L$ (fixed boundary length) on the intensity of singular stress field $K_{\sigma, \lambda}$ are discussed.

Figure 5 shows the relationship between the intensity of singular stress field $K_{\sigma, \lambda}$ and adherend thickness $t_i$ under different fixed length $L$. The dashed line shows the minimum value of $K_{\sigma, \lambda}$. Here, JIS* means only the adherend thickness $t_i = 1.5$mm and fixed boundary length $L = 50$mm in JIS K6850 are used as shown in Fig.3. As can be seen from Fig.5, the $K_{\sigma, \lambda}$ decreases with increasing $t_i$ and $L$. The $K_{\sigma, \lambda}$ value becomes constant if $t_i$ is large enough. The $K_{\sigma, \lambda} |_{t_i = 1.5\text{mm}}$ (JIS K6850) is 5 times larger than the one of $K_{\sigma, \text{min}}$, and the $K_{\sigma, \lambda} |_{t_i = 7\text{mm}}$ [9] is more than twice that of $K_{\sigma, \text{min}}$. It is seen that the specimen in [9] is better than the JIS, but it is more desirable to use larger adherend thickness.

![Fig. 5. Effect of $L$ and $t_i$ on $K_{\sigma, \lambda}$ under fixed $l_{\text{ad}}$ and $t_{\text{ad}}$ (JIS*: Only $t_i = 1.5$mm and $L = 50$mm in JIS K6850 are used as shown in Fig.3).](image)

4 DEFORMATION ANGLE AT THE INTERFACE CORNER

As shown in section 3, the intensity of singular stress $K_{\sigma, \lambda}$ decreases with increasing the adherend thickness $t_i$. It is found that the minimum $K_{\sigma, \lambda}$ can be obtained when $t_i$ is large enough. In this section, the deformation angle at interface corner is considered by changing the distance $l_o$.

Fig. 6 shows the deformation example near the interface corners. In order to obtain the deformation angle, two target points are considered. For the deformation angle $\theta_{\text{ad}}$ at interface corner O, two target points are points O and A with the distance $l_o$. For the deformation angle $\theta_{\text{ad}}$ at interface corner O, two target points are points O and B with the distance $l_o$. Fig. 7 shows the deformation angles $\theta_{\text{ad}}$ and $\theta_{\text{ab}}$ vs. $l_o$ under $t_i = 7$mm. It is found that the values of $\theta_{\text{ad}}$ and $\theta_{\text{ab}}$ both increase with increasing $l_o$, and the difference between $\theta_{\text{ad}}$ and $\theta_{\text{ab}}$ increases with decreasing $l_o$. Therefore, we cannot obtain the maximum deformation angle at corner O. Fig. 8 shows the deformation angle $\theta_{\text{c}}$ vs. $l_o$ under $t_i = 7$mm. It is seen that the value of $\theta_{\text{c}}$ increases initially with increasing $l_o$, and then decreases. Then, the maximum $\theta_{\text{c}}$ can be obtained when $l_o = 1/3$mm. Thus, in this study, the deformation angle will be considered by using the maximum deformation angle at corner C rather than at corner O.
As can be seen from Fig. 5, the minimum $K_{\sigma,\lambda}$ can be obtained when $t_i$ is large enough. Similar to the variation trend of $K_{\sigma,\lambda}$, the minimum $\theta_c$ can be obtained when the adherend thickness $t_i$ is large enough.

5 CONCLUSION

In this study, the adhesive strength for single lap joint is investigated based on the intensity of singular stress field. Since the experiments are often time-consuming and costly, the analysis method shown in this paper can help to predict the strength of adhesive joint accurately and conveniently. The conclusions can be summarized in the following way.

(1) In this paper, the critical intensity of singular stress field $K_{\sigma,c}$ is investigated by using the analysis method presented. It is seen that the adhesive strength can be expressed as $K_{\sigma,c}=\text{const}$.

(2) The effects of specimen geometries $t_i$ (adherend thickness) and $L$ (fixed boundary length) on the intensity of singular stress field $K_{\sigma,\lambda}$ are discussed. The results show that the $K_{\sigma,\lambda}$ at the interface corner decreases with increasing the $t_i$, and the minimum intensity of singular stress field $K_{\sigma,\text{min}}$ can be obtained when $t_i$ is large enough.

(3) The deformation angle at the interface corner is investigated by using the maximum deformation angle at interface corner C. It is found that the minimum deformation angle $\theta_c$ can be obtained when the adherend thickness $t_i$ is large enough.
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Abstract: Hearth rolls are used in continuous annealing furnace to produce thin steel sheet. The roll surface is usually coated by using thermal spraying, which has high adhesive strength and wears resistance. However, in the ceramics coating, thermal stress caused during heating and cooling process in the furnace may lead to debonding due to the low toughness of ceramics. In order to improve the heat resistance of the thermally sprayed coating, it is essential to evaluate the debonding strength. Generally, heat resistance of thermal spray coating is evaluated by thermal shock test prescribed by JIS H8304 and it has been discussed in terms of singular stress at the end of the interface for JIS specimen under thermal shock. However there is no research considering the real axial-symmetric geometry condition of the multilayer structure. Thus this paper will focus on the intensity of the singular stress at the end of interface for a 2D axial-symmetric model. Then, the most suitable conditions are discussed with varying the coating thickness and compared with our previous study.

Keywords: ceramics, interface, strength, thermal spraying, thermal shock, Intensity of singular stress

1. INTRODUCTION

In continuous annealing furnace for producing steel sheet, it’s common to apply spraying coating on the hearth rolls (Fig. 1 (a)) to improve its adhesive strength and wear resistance. Especially for the ceramic spraying coating rolls, due to its excellent chemical stability and high hardness at high temperatures, it is expected to have expansion of application coverage. However, the peeling of the ceramic coating layer due to prolonged use under heating and cooling process in the furnace should be considered. Therefore, the ceramic coating is not usually sprayed alone, while multi-layer coating with adhesive layer is usually employed.

Fig.1 Specimen for thermal shock test and the test conditions

In order to improve the thermal shock resistance of the ceramic coating, it is necessary to accurately evaluate the peel strength of the sprayed coating. The thermal shock resistance of ceramic coating is usually evaluated by the thermal shock test (Fig. 1 (b), (c)) specified by JIS8304 (2007) [1]. Mutoh et al have reported the thermal shock damage characteristics based on experimental results and finite element analysis [2]. However in order to more accurately assess the interfacial strength of dissimilar materials adhesive structures, it is necessary to consider the singularity of thermal stress near the corner of the interface. So far, few studies have been...
conducted to the research of intensity of singular stress on this multi-layer structure under thermal shock. In this study, the yttrium (Y$_{2}$O$_{3}$) stabilized zirconia (ZrO$_{2}$) sprayed coating shown in Table 1 is used. We mainly focus on the intensity of singular stress near the edge of coating layer during the thermal shock test. In our previous study, an analysis method for the intensity of singular stress in an adhesive bonding plate under bending and tension has been proposed [3, 4]. Thus in this paper, this method is applied to analysis the coating problem under thermal shock.

2. THERMAL SHOCK TEST FOR EVALUATING THE PEELING STRENGTH OF SPRAYED COATING

The specimen is cubic shaped with length×width×thickness: 50mm×50mm×10mm. The substrate SUS304 and the top coating yttrium (ZrO$_{2}$) with 8wt% ~ 20wt% of Y$_{2}$O$_{3}$ (The following % will be omitted) are bonded with CoNiCrAlY (See Fig. 1(b)). Fig.1(c) shows the history of one cycle thermal shock test. Repeat the process and the evaluation of delamination was performed by visual inspection, the number of cycles will be recorded until cracks, peeling or blistering of specimen occurs. The thermal shock resistance is evaluated by the numbers of cycles. Fig. 2 shows the relationship between the debonding strength and the percentage of Y$_{2}$O$_{3}$.

![Fig. 2 Results of thermal shock test](image)

3. ANALYSIS METHOD FOR THE SINGULARITY OF THERMAL STRESS

In this study, FEM is use to analysis the destruction conditions of the sprayed coating by focusing on the failure initiated from the end of bonded interface. The JIS specimen is a plane strain problem, while the roller is cylindrical and it should be an axial-symmetric problem in practical engineering. Therefore in this research the 2-D axial-symmetric model shown in Figure 3 is use as the analysis model, the subscript 1, 2 and 3 represent the top coating, bond coating and substrate respectively, with the corresponding material properties shown Table 1.
There are two important parameters $\alpha$ and $\beta$ known as Dundurs’ parameters which are expressed by the following equations \cite{5,6}, here $\nu$ is Possion’s ratio and $G = E/2(1+\nu)$ is shear modulus.

$$
\alpha = \frac{G_1(\kappa_1+1)-G_2(\kappa_1+1)}{G_1(\kappa_2+1)+G_2(\kappa_1+1)}, \quad \beta = \frac{G_1(\kappa_1-1)-G_2(\kappa_1-1)}{G_1(\kappa_1+1)+G_2(\kappa_1+1)}
$$

$$
\kappa_j = \begin{cases} 
\frac{3-\nu_j}{1+\nu_j} & (\text{plane stress}) \\
3-4\nu_j & (\text{plane strain}) 
\end{cases} \quad (j=1,2)
$$

Furthermore, the singular index $\lambda$, appeared as the exponent of $r$ in Fig.3(b), can be obtained by solving the following equation. Here $r$ is the distance from the end of interface in a dissimilar materials bonded plate.

$$
\left[ \sin^2\left(\frac{\pi}{2}\lambda\right) - \lambda^2 \right] \beta^2 + 2\lambda^2 \left[ \sin^2\left(\frac{\pi}{2}\lambda\right) - \lambda^2 \right] \alpha \beta + \lambda^2 \left( \lambda^2 - 1 \right)\alpha^2 + \frac{\sin^2\left(\pi\lambda\right)}{4} = 0
$$

**Table 1** Material Properties depending on temperature

<table>
<thead>
<tr>
<th>Material</th>
<th>Young’s modulus $E$ [GPa]</th>
<th>Poisson’s ratio $\nu$</th>
<th>Thermal expansion $\alpha_e$ [$10^{-6}/K$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top Coating</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20YZ (ZrO$_2$-20wt%Y$_2$O$_3$)</td>
<td>20</td>
<td>0.25</td>
<td>7.5-9.7</td>
</tr>
<tr>
<td>12YZ (ZrO$_2$-12wt%Y$_2$O$_3$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8YZ (ZrO$_2$-8wt%Y$_2$O$_3$)</td>
<td></td>
<td></td>
<td>8.7-10.05</td>
</tr>
<tr>
<td>Bonded Coating (CoNiCrAlY)</td>
<td>103-180</td>
<td>0.33</td>
<td>2.8-16.8</td>
</tr>
<tr>
<td>Substrate (SUS304)</td>
<td>85-200</td>
<td>0.3</td>
<td>16.8-19.2</td>
</tr>
</tbody>
</table>

Table 1 shows the material properties of three layers: young’s modulus $E$ and coefficient of expansion $\alpha_e$. It’s found that all properties of these three materials vary with the temperature except the Poisson’s ratio of top coating. Therefore, the singular stress field is also changed by the variety of material properties. And in this study, we will mainly focus on the singularity between top coating and bond coating as shown in Fig.3.

Thermal stress $\sigma_r$ is caused by entire body temperature difference $\Delta T$ in the bonded structure shown in Fig. 4(a). In our previous research, it is found that there is non-singular terms $\bar{\sigma}_r$ in the stress component as shown in Eq. 3, thus it is necessary to eliminate the non-singular term[12]. There is also another non-singular term $\sigma_0$ caused by thermal stress [8]. Therefore, by eliminating the non-singular terms $\sigma_0$, and $\bar{\sigma}_r$ the remaining singular term $(\sigma_y - \sigma_0 - \bar{\sigma}_r)$ has a singularity of $r^{1-\lambda}$ expressed as Eq. 3.
\[
\begin{align*}
\sigma_{\text{Axial}}^{\text{Initial}} - \sigma_0 &= \lim_{r \to 0} K_{\sigma}^{\text{Axial}} + \bar{\sigma}_z \\
\sigma_{\text{Axial}}^{\text{Initial}} - \bar{\sigma}_z &= \lim_{R \to 0} \frac{K_{\sigma}^{\text{Axial}}}{R^{1.2}}
\end{align*}
\]  
(3)

This intensity of singular stress field caused by thermal stress is equivalent to the one that subjected to the tension of \(\sigma_0\) determined by Eq. 4[8].

\[
\sigma_0 = -\Delta \alpha \Delta E \Delta T
\]  
(4)

where, \(\Delta \alpha = \left\{ \begin{array}{l}
\epsilon_i - \epsilon_z \quad \text{(plane stress)} \\
(1 + v_i) \alpha_i - (1 + v_z) \alpha_z \quad \text{(plane strain)}
\end{array} \right\} \), \(\Delta E = \left[ \left( \frac{k_i}{G_i} \right) \left( \frac{k_z}{G_z} \right) \right] \)

\[K_j = \left[ \begin{array}{l}
3 - v_j \\
1 + v_j \\
3 - 4 v_j
\end{array} \right] \quad \text{(plane stress)} \]

\[G_i = \frac{E_i}{2(1 + v_i)} \quad \text{if} \quad i = 1 : \text{Top coat,} \]

\[G_i = \frac{E_i}{2(1 + v_i)} \quad \text{if} \quad i = 2 : \text{Bond coat} \]

The problem of finite bonded plate subjected to tension shown in Fig. 4(b) has been accurately calculated by using body force method [10, 11]. Since the singular stress fields are similar if the material angles of two bonded structures are same, then the stress intensity of unknown problem shown in Fig. 4(a) can be determined by apply this known solution (Fig.5(b)) to Eq. 5[3-4,9].

\[
\frac{K_{\sigma}}{K_{\sigma}^*} = \frac{E_0 \sigma_0 W^{1.2}}{E \sigma_0 W^{1.2}} = \frac{\sigma_{\text{FEM}} - \sigma_0 - \bar{\sigma}_z}{\sigma_{\text{FEM}}} \]

Here the superscript * means known reference problem.

4. RESULTS

Here, three materials of the top coating with different content of yttrium (20YZ, 12YZ, 8YZ) are analysed to determine the maximum intensity of singular stress field under thermal shock test. Here we fix the top coat thickness as 0.1mm. And it is found that the material 8YZ with the lowest content of \(Y_2O_3\) exhibits the best thermal shock resistance under any thickness, which means thermal shock resistance has a negative correlation to the amount of added yttrium. And it can also be found that thinner top coating has higher thermal shock resistance.

| Table 2 | \(K_{\sigma}\) for 8YZ at 1000 °C for top coat and bond coat |

(Red figure shows minimum value when \(H=\text{const.}\) [MPa・m\(^{0.117}\)]

<table>
<thead>
<tr>
<th>(H(\text{mm}))</th>
<th>0.15(Axial-symmetric)</th>
<th>0.15(Plane strain)[13]</th>
</tr>
</thead>
<tbody>
<tr>
<td>h(mm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.025</td>
<td>299.40</td>
<td>419.34</td>
</tr>
<tr>
<td>0.06</td>
<td>295.54</td>
<td>413.93</td>
</tr>
<tr>
<td>0.075</td>
<td>295.50</td>
<td>413.88</td>
</tr>
<tr>
<td>0.10</td>
<td>295.81</td>
<td>414.31</td>
</tr>
<tr>
<td>0.15</td>
<td>297.23</td>
<td>416.30</td>
</tr>
</tbody>
</table>

Table 2 shows the value of \(K_{\sigma}\) in case of changing the bond coat thickness \(h\) from 0.025mm to 0.15mm. From Table 2, it can be found that the singular stress intensity reaches its minimum value when the film thickness ratio of surface layer and the intermediate layer \(H/h=2\). In engineering application the ratio \(H/h=2\) is mostly used in the coating thickness design, and therefore the effectiveness of the present study on intensity of singular stress can be verified.
5. CONCLUSION

(1) There is obvious difference between the results of axial-symmetric model and JIS specimen model. The new result is 28% less than the our previous results for plane strain model, which means the inner radius of the roller can’t be omitted.

(2) The optimal thickness ratio of top coat bond coat H/h is discussed from the view of intensity of singular stress near the end of interface. The theoretical analysis and engineering application all indicated that the optimal thickness ratio H/h ≅ 2.0.
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Abstract: In recent years, nanobubble technology has drawn great attention due to their wide applications in many fields of science and technology, such as seafood long term storage by using nitrogen nanobubble water circulation to slow the progressions of oxidation and spoilage. From previous study, a kind of honeycomb structure for high efficiency nanobubble generation has been investigated. In addition, the small-scale honeycomb structure is designed for the broader applications. Comparing with stainless steel, acrylic resin and titanium have good corrosion resisting property in various liquids including the sea water. Therefore, acrylic resin and titanium are considered in this study. In this paper, the honeycomb structure is optimized and improved. The strength of the honeycomb structure is also analyzed by FEM. The relationship between nanobubble generation efficiency and structure type is discussed.
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1 INTRODUCTION

In recent years, nanobubble technology has drawn great attention due to their wide applications in many fields of science and technology, such as water treatment, biomedical engineering, and nanomaterials. Nanobubble technology is also used for seafood long term storage. The nitrogen nanobubble water circulation can be used to reduce the oxygen in water and slow the progressions of oxidation and spoilage[1].

From previous study, a kind of honeycomb structure for high efficiency nanobubble generation has been investigated[2][3]. In addition, the small-scale honeycomb structure is designed for the broader applications. Comparing with stainless steel, acrylic resin and titanium have good corrosion resisting property in various liquids including the sea water. Therefore, acrylic resin and titanium are considered in this study.

In this paper, the honeycomb structure for nanobubble generation is optimized and improved. The strength of the honeycomb structure is also analyzed by FEM. The relationship between nanobubble generation efficiency and structure type is discussed.

2 NANOBUBBLE GENERATION EXPERIMENT WITH TITANIUM HONEYCOMB STRUCTURE

The oxygen dissolved in water is one of the main causes of the spoilage. Using nitrogen nanobubble water is an effective way to reduce the dissolved oxygen (DO) to prevent spoilage and keep the fish fresh for a long time. Fig. 1 shows the experimental device for nitrogen nanobubbles generating and Table 1 shows the details of the experimental device. The water and the nitrogen gas are pumped into the bubble generator together as shown in Fig. 1(a). There are 12 or 15 honeycomb structure units placed parallel inside the bubble generator as shown in Fig. 1(b).

<table>
<thead>
<tr>
<th>Pump</th>
<th>Submersible pump(50TM21.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>1.5kW, 60Hz</td>
</tr>
<tr>
<td>Flow rate</td>
<td>200L/min</td>
</tr>
<tr>
<td>Container</td>
<td>W1580mm×D1100mm×H600mm</td>
</tr>
<tr>
<td>Water and amount</td>
<td>Tap water, 1000kg</td>
</tr>
<tr>
<td>Gas</td>
<td>Nitrogen</td>
</tr>
<tr>
<td>Flow rate</td>
<td>5.0ℓ/min</td>
</tr>
<tr>
<td>Pressure</td>
<td>0.2MPa</td>
</tr>
</tbody>
</table>
Fig. 1 Nitrogen nanobubbles generating device

Fig. 2 Honeycomb structure model

Fig. 2 shows the model of the honeycomb structure. The turbulence will occur when the gas-liquid mixture flows through the complex flow channels constituted by the overlapped honeycomb plates. As the gas-liquid mixture flows from a wide flow path to a narrow flow path, the shear field is formed due to the pressure change, which makes the nitrogen bubbles finer[1]. The experimental condition is shown in Table 2.

Table 2 Experimental condition

<table>
<thead>
<tr>
<th>Number of units</th>
<th>Clearance (mm)</th>
<th>Pressure (MPa)</th>
<th>Flow rate (L/min)</th>
<th>Frequency (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>①</td>
<td>15</td>
<td>0</td>
<td>0.20</td>
<td>550</td>
</tr>
<tr>
<td>②</td>
<td>12</td>
<td>2</td>
<td>0.06</td>
<td>60</td>
</tr>
<tr>
<td>③</td>
<td>12</td>
<td>0</td>
<td>0.16</td>
<td>650</td>
</tr>
<tr>
<td>④</td>
<td>12</td>
<td>0</td>
<td>0.01</td>
<td>30</td>
</tr>
</tbody>
</table>

The dissolved oxygen (DO) and nanobubbles density will be investigated in the experiment. Furthermore, the honeycomb structure unit with 2mm clearance between two honeycomb plates, which is shown in Fig. 3, will be considered for comparison. The experimental results of DO are shown in Fig. 3. The experimental device has 12 honeycomb structure units inside. At the beginning, the DO of 0mm clearance case is 9.2mg/L and the DO of 2mm clearance case is 8.7mg/L. 15 minutes later the DO of 0mm clearance case becomes lower than that of 2mm clearance case. At the end of 30 minutes, the DO of 0mm clearance case is 1.8mg/L and the DO of 2mm clearance case is 2.4mg/L. Table 3 shows the nanobubbles density. The average shear force decline caused by clearance leads to the lower nanobubbles density. The DO decreases slowly with low nanobubbles density.
Table 3 Change of nanobubbles density with the time

<table>
<thead>
<tr>
<th>Time (min)</th>
<th>Nanobubbles density (/mL)</th>
<th>Clearance=0mm</th>
<th>Clearance=2mm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>15-unit</td>
<td>12-unit</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td>0.43×10⁶</td>
<td>0.19×10⁶</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>1.78</td>
<td>1.74</td>
</tr>
<tr>
<td>60</td>
<td></td>
<td>2.66</td>
<td>2.41</td>
</tr>
</tbody>
</table>

3 FEM ANALYSIS OF THE FLUID AND THE HONEYCOMB STRUCTURE STRENGTH

3.1 FEM ANALYSIS OF THE FLUID

In order to simplify, only part of the honeycomb structure will be modeled for FEM analysis. Fig. 4(a) shows three types of fluid model with different size. It should be noted that the symmetry boundary conditions are applied in the symmetrical model to simulate the situation of more rows. In each case, the inlet pressure is 0.35MPa. The pressure and shear force distributions in the same position of each model are investigated and the results are shown in Fig. 4(b). The results of 1-row model are quite different with the results of two other models. That is because the investigated position in 1-row model is too close to the walls and the walls have effects on the fluid. The 1-row model cannot simulate the fluid in the honeycomb structure accurately. In order to avoid the influence of the walls, at least 5 rows should be modeled for analysis. From Fig. 5, it can be found that the average shear force of the honeycomb structure with clearance is lower.

Fig. 4 Fluid models
3.2 FEM ANALYSIS OF THE HONEYCOMB STRUCTURE STRENGTH

The strength of the titanium and acrylic honeycomb structures will be analyzed in this section. The honeycomb wall thickness is 0.5mm for titanium structure, and 0.5mm and 2mm for acrylic structure. The inlet pressure is 0.35MPa. Fig. 6 shows the FEM results of titanium honeycomb structure. The results of the titanium structure and acrylic structure are charted in Table 4. In each case, the maximum Mises stress is far less than the yield stress and the maximum deformation is quite small, the honeycomb structure is safe.

Table 4 FEM results of honeycomb structures

<table>
<thead>
<tr>
<th>Material (Wall thickness)</th>
<th>Maximum Mises stress (MPa)</th>
<th>Yield stress (MPa)</th>
<th>Maximum principal stress (MPa)</th>
<th>Maximum deformation (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Titanium (0.5mm)</td>
<td>4.23</td>
<td>700</td>
<td>5.63</td>
<td>6.9×10^{-5}</td>
</tr>
<tr>
<td>Acrylic (0.5mm)</td>
<td>4.04</td>
<td>75</td>
<td>5.66</td>
<td>2.0×10^{-3}</td>
</tr>
<tr>
<td>Acrylic (2mm)</td>
<td>1.53</td>
<td>75</td>
<td>1.93</td>
<td>6.0×10^{-4}</td>
</tr>
</tbody>
</table>
4 CONCLUSIONS

The device with honeycomb structure can make nitrogen nanobubbles to reduce the DO in water efficiently. The clearance between two honeycomb plates in each honeycomb structure unit will weaken the shear field of the fluid, which leads to weak ability of nanobubbles producing for DO decreasing.

The fluid model is investigated. The walls have effects on the fluid, so that 1-row model cannot simulate the fluid in the honeycomb structure accurately. In order to avoid the influence of the walls, at least 5 rows should be modeled for analysis. Similar to the experimental results, from FEM analysis it can be found that the clearance causes lower shear force.

The strength of the honeycomb structure is also analyzed by FEM. In each case, the maximum Mises stress is far less than the yield stress and the maximum deformation is quite small, the honeycomb structure is safe.

The honeycomb structure has the advantages of light weight, small size and high efficiency. This paper provides some references for the further research on nanobubble technology.
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Abstract: In this study, the notch-bend strength (σb,max) which is useful to structural design was considered for High Si Solid Solution Strengthened Ferritic Ductile Cast Iron. Then, the application of the high Si ductile cast iron to wide industrial fields was discussed at room temperature. Dynamic three-point bending tests were conducted on Charpy V-notch specimens in the range of stroke speed, 10⁻³−10² mm/s, at 22°C. Even though the absorbed energy of fracture process was in the lower shelf region, the notch-bend strength (σb,max) did not decrease with increasing the strain rate. These results indicate σb,max is insensitive to the strain rate. Therefore, the authors think that the high Si ductile cast iron has wide industrial application potentiality at room temperature.
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1 INTRODUCTION

Conventional ferrite-pearlite type ductile cast irons are widely used for auto parts, mechanical parts and structural members. In recent years, High Si Solid Solution Strengthened Ferritic Ductile Cast Iron (high Si ductile cast iron) has been attracting attention as a new candidate for various mechanical and structural components [1-3]. This material has been already standardized in EN 1563 with the tensile strength in the range of 450~600MPa at the Si content in the range of 3.0~4.3% [4]. High Si ductile cast iron shows much smaller section thickness sensitivity because of higher silicon content than normal 2.0~2.7%Si. Furthermore, elongation and fatigue strength of this material are higher than that of a similar strength level of conventional ferrite-pearlite ductile cast iron [5]. Those advantages indicate wide industrial application potentiality of this material. On the contrary, high Si ductile cast iron shows a brittle fracture near room temperature in Charpy impact test, since the ductile-brittle transition temperature rises with the increase in Si content [6-8]. This is one of the reasons why the industrial application of high Si ductile cast iron is still very limited. However, it should be noted that Charpy absorbed energy has not been directly used as design strength. Therefore, the notch-bend strength (σb,max) was considered with varying the strain rate at room temperature. In this study, the dynamic three-point bending tests will be conducted controlling the stroke speed=10⁻³~10² mm/s at 22°C for Charpy V-notch specimens. Then, the application of the high Si ductile cast iron to wide industrial fields is discussed at room temperature.

2 EXPERIMENTAL PROCEDURES

2.1 Material

Table 1 shows chemical composition of test specimens. Type-B Y-shaped blocks (JIS-G 5502) [9] shown in Fig.1 are cast in sand molds. All tests specimens are taken from the as cast specimens of the highlighted sections in gray whose dimensions are 40×25×250 mm in Fig.1. Figure 2 shows typical microstructures of test specimens. As shown in Fig.2, test specimen has fully ferritic matrix. Table 2 shows the tensile property of test specimen based on JIS No.4 test piece whose diameter=14mm and gage length=50mm [10]. The test procedure meets JIS-Z 2241 standard.

<table>
<thead>
<tr>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Cu</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.20</td>
<td>3.72</td>
<td>0.32</td>
<td>0.022</td>
<td>0.008</td>
<td>0.02</td>
<td>0.038</td>
</tr>
</tbody>
</table>

Table 1 Chemical compositions of as cast specimens (mass %)
2.2 Charpy impact test

Figure 3 shows Charpy V-notch specimen dimensions. All the tests use this shape of specimen. The impact test is performed using a Charpy impact machine with 300J maximum energy capacity. The impact speed is $5.18 \times 10^3 \text{mm/s}$. The total absorbed energy in the fracture process $E_c$ is determined by measuring the decrease in motion of the pendulum arm [11]. The ductile fracture surface ratio $f_D$ is determined macroscopically from microscope photograph for showing the fracture morphology. The procedures meet JIS-Z 2242 standard [11].

2.3 Dynamic three-point bending test

To control loading speed, three-point bending test is conducted using V-notch specimen (Fig.3). This test is carried out in the range of stroke speed, $\nu = 10^3$–$10^2 \text{mm/s}$, at 22°C by using electrohydraulic servo testing machine. The bending jig whose span length $L_s = 40\text{mm}$ has the same shape and size as the Charpy impact testing machine. The strain rate $\dot{\epsilon}$ is calculated by using equation (1) [12-15], where $h =$ test specimen width, $Q = 1.94$ [12-15], $\nu =$ stroke speed, $L_s =$ span length.

$$\dot{\epsilon} = \frac{6hvQ}{L_s^2} \tag{1}$$
The total absorbed energy $E_t$ in the fracture process is also obtained from area under the load-deflection curve of the three-point bending test. The fractographic analysis is performed by optical observations and scanning electron microscopy (SEM). The ductile fracture surface ratio $f_D$ is determined macroscopically from microscope photograph.

Fig. 3 V-notch specimen dimensions (JIS-Z 2242)

### 3 RESULTS AND DISCUSSION

#### 3.1 Charpy transition curve

Figure 4 shows the results of V-notch Charpy impact test. In Fig.4(a), the absorbed energy $E_c$ starts dropping at the critical temperature for upper shelf region of 80°C as indicated by the black arrow. In Fig.4(b), $f_D$ starts dropping at the same critical temperature of $E_c$. Brittle fracture surface appears below this critical temperature. In Fig.4 (a), (b), a good coincidence can be seen for the transition of $E_c$ and $f_D$. This means that the reduction of $E_c$ is caused by ductile-brittle fracture surface transition. In Fig.4(a), lower shelf region is recognized and ductile fracture surface completely disappears below 20°C, Fig.4(b).

![Fig. 4 Result of Charpy impact test](image)

(a) Transition curves of absorbed energy (b) Transition curve of ductile fracture ratio

#### 3.2 Absorbed energy depending on strain rate

Figure 5 shows the effects of the strain rate $\dot{\varepsilon}$ on (a) the absorbed energy $E_t$ and (b) the $f_D$ of the three-point bending test at 22°C. In Fig. 5(a), the upper shelf region is being recognized even at 22°C, room temperature. In Fig.5, the upper shelf energy is obtained because these $\dot{\varepsilon}$ are more than $10^3$ times lower than $\dot{\varepsilon}$ of Charpy impact test. In Fig.5(a), the absorbed energy starts dropping at $\dot{\varepsilon}$ of $2.5\times10^{-1}s^{-1}$ as indicated by the black arrow. Brittle fracture surface appears above this critical $\dot{\varepsilon}$. Similar to the results of Charpy impact test a good coincidence can be seen for the transition of $E_t$ and $f_D$. It may be concluded that the reduction of $E_t$ is caused by ductile-brittle fracture surface transition by increasing $\dot{\varepsilon}$. 
3.3 Notch-bend strength insensitive to strain rate

Absorbed energy has not been directly used as design strength. Therefore, the strength was considered with varying the strain rate at 22°C, room temperature. Figure 6 shows a load-displacement curve on the three-point bending test under different \( \dot{\varepsilon} \) at 22°C. From Fig.6, it is seen that the maximum displacement \( \delta_{\text{max}} \) decreases with increasing \( \dot{\varepsilon} \). This is why \( E_s \) decreases with increasing \( \dot{\varepsilon} \) in Fig.5(a). On the contrary, in Fig.6, it should be noted that the maximum load \( P_{\text{max}} \) slightly increases with increasing \( \dot{\varepsilon} \). Figure 7 shows the relationship between the notch-bend strength \( \sigma_{\text{b,max}} \) and \( \dot{\varepsilon} \) for the three-point bending test at 22°C. The notch-bend strength \( \sigma_{\text{b,max}} \) was calculated by equation (2) \[ 16,17 \], where \( P_{\text{max}} \) = maximum load, \( L_s \) = span length, \( b \) = test specimen thickness, \( h \) = test specimen width.

\[
\sigma_{\text{b,max}} = \frac{3P_{\text{max}}L_s}{2bh^2} \tag{2}
\]

For comparison, the relationship between \( E_s \) and \( \dot{\varepsilon} \) shown in Fig.5(a) is also put in Fig.7. In Fig.7, it should be noted that even though \( E_s \) is in the lower shelf region, the notch-bend strength, that is \( \sigma_{\text{b,max}} \), does not decrease insensitive to \( \dot{\varepsilon} \). The authors think that high Si ductile cast iron has a wide industrial application potentiality because the notch-bend strength insensitiveness to \( \dot{\varepsilon} \) although the absorbed energy is sensitive.

![Fig. 6 Variation of load-displacement curves of the three-point bending test with strain rate at 22°C](image-url)
4 CONCLUSION

In this study, the notch-bend strength was considered for high Si ductile cast iron. This material has attracted a lot of attention recently because of smaller section thickness sensitivity and higher fatigue strength. Dynamic three-point bending test were conducted in the range of stroke speed, $10^{-3} - 10^{2}$ mm/s, at 22°C. The conclusions can be made in the following way.

(1) The absorbed energy $E_t$ decreases with increasing $\dot{\varepsilon}$. The reduction of $E_t$ is caused by ductile-brittle fracture surface transition by increasing $\dot{\varepsilon}$.

(2) Even though the absorbed energy $E_t$ is in the lower shelf region, $\sigma_{b,max}$ does not decrease with increasing $\dot{\varepsilon}$ in the range of $\dot{\varepsilon}$, $1.1 \times 10^{-3} - 2.3 \times 10^{2}$s$^{-1}$, at 22°C. Notch-bend strength $\sigma_{b,max}$ is insensitive to strain rate $\dot{\varepsilon}$ at 22°C, room temperature.

Therefore, the authors think that $\sigma_{b,max}$ is more useful than absorbed energy for structural design. The high Si ductile cast iron has wide industrial application potentiality at room temperature.
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EFFECT OF LOW-PRESSURE PLASMA TREATMENT ON SURFACE MODIFICATION AND FRICTION COEFFICIENT OF POLY-(METHYL-METHACRYLATE)
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Abstract: Plasma treatments modify the surface properties of materials, especially polymeric materials. Among these surface properties, the surface energy and the wettability increase are the most important ones. The procedures carried out after the plasma treatment (such as printing, adhesion, coating application, etc., for which the wettability is a fundamental factor) benefit from an improved effectiveness thanks to this surface treatment. The latter also changes the roughness of the material at micro- or nanometer scale, even though this depends on the treatment. Overall, the work of adhesion of the surface of the material is changed. As the plasma treatment is a surface phenomenon, the main objective of this project was to study the effect produced by this treatment on the friction coefficient of polymers, in particular on a commercial poly-(methyl-methacrylate) (PMMA). To this end, plasma treatment, using different gases (Argon, Nitrogen and Air) under vacuum, were performed. The surface was characterized by contact angle, surface energy, roughness, infrared spectroscopy (FTIR) and X-ray photoelectron spectroscopy. These characterizations were conducted on all the surfaces and on untreated PMMA. The contact angles allow to know the work of adhesion and these values can be associated with roughness and wear. The wear tests were pin-on-disk test and they were performed at low rate (60 and 120 rpm) and low load (2 N), over a 10 m distance with an alumina pin with a 6 mm radius. In these tests, friction coefficients were only evaluated and compared. The results obtained in this work show an increment in the friction coefficient with surface energy increases, especially when the polar component of surface energy is incremented.
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1 INTRODUCTION

Poly-(methyl-methacrylate) (PMMA) is considered to be a biomaterial, since it is biocompatible [1] for many applications. Some of these applications are: artificial kidneys, bone cement dental fillings, intraocular lenses and hard contact lenses. It is a hard, clear and crystalline material, besides it preserves its properties in the presence of water. Although there has been extensive discussion about what bonds are within its molecules, three types of bond have been accepted. They depend on the environment and are in the relation 1:1:3 (bonds a, b and c in Fig. 1). These bonds coincide with the groups O-C=O, C-O and C-C respectively [1].

![Fig.1 Chemical structure of the methacrylate.](image)

In spite of their excellent intrinsic properties, the integration of polymer pieces inside other structures is often restricted by its low polarity and chemistry surface, which leads to a low surface energy [2-5]. This causes the incompatibility of using most adhesives [6] (especially those water-based or of polar nature [7,8]). Therefore, surface preparation becomes a key factor for painting or adhesion processes, as well as for durability of the adhesive bond.
The surface treatments that allow to change the surface properties are mechanical, cleaning, chemical, and physical treatments. This work focuses on physical treatments. The latter are performed by applying plasma generated by gas ionization. They can be hot plasmas (which are flamed) or cold plasmas (such as corona treatment, treatment with atmospheric plasma torch, and low pressure plasmas). The treatments chosen in this study are low pressure plasmas. The available literature on the topic [9,10] indicates that cold plasma treatment on polymers drastically changes their surface characteristics.

The surface changes are usually characterized chemically by X-ray spectroscopy, infrared spectroscopy, or surface energy. The only mechanical characterization used is the measurement of the surface roughness. Atomic force microscopy is used for studying the surface topography changes. These changes are typically at nanometric scale, even though sometimes micrometric changes can be found. Therefore, the main objective of this work is to investigate the effect different surface treatments with low pressure plasma produce on the PMMA. In this research, different gases were used and the surface characterization was performed both chemically and mechanically. An additional novelty of this study is to conduct wear tests to explore the effect of plasma on the friction coefficient and its correlation with the surface energy and adhesion work.

2. EXPERIMENTAL PROCEDURE

The material used in this work was Poly-(methyl-methacrylate) (PMMA). It was supplied by Henkel Ibérica S.A. (Barcelona, Spain). The 3 mm thick sheets were cut into test pieces of 80 mm long by 25 mm wide.

The surface treatment of the specimens was performed in a cold plasma chamber, which operates under vacuum (300 mbar). Its supplier was Plasma Cleaner PDC-002 model (Harrick Plasma, Ithaca, USA). Three gases were used: N₂, air and Argon. The plasma application parameters were optimized by contact angles measurements with deionized water. Table 1 summarises how the parameters were changed for each gas. In the case of argon and air the treatment was better for a duration of 5 min and power of 20 W (medium power) than other treatment. For nitrogen, 7 min and 30 W (high power) were determined to be better. Furthermore, the treatments were tested after 5 and 10 days to study their durability. The durability is no more than 5 days.

<table>
<thead>
<tr>
<th>Table 1 Application parameters of different treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (min)</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

The selection of the liquids for the contact angle measurements was done considering a wide range of polarities, including deionized water, diiodomethane, and 1,5-pentanediol. Measurements were performed with an OCA 15 plus device from Data Physics (Neurtek Instruments, Eibar, Guipúzcoa, Spain), using the sessile drop method and following the UNE EN 828:2010 standard. Surface energy was obtained by the Owens–Wendt–Rable–Kaelble (OWRK) calculation method, which enables the determination of the contributions to the total surface energy and its dispersive and polar components. From the contact angles and the surface tensions of the liquids, it was possible to calculate the adhesion work.

Chemical composition analysis was performed by an infrared spectrum (ATR-FTIR) and X-ray photoelectron spectroscopy (XPS). A Bruker Tensor 27 (Bruker Optik GmbH, Madrid, Spain) spectrometer was used to obtain the infrared spectra of both untreated and plasma treated samples. The attenuated total multiple reflection technique (ATR) was used to analyse the surface chemical modifications produced up to about 5–10 μm deep into the pieces. A diamond prism was used and the incident angle of the IR radiation was 45°. Thirty-two scans with a resolution of 4 cm⁻¹ were obtained and averaged. Spectra were recorded from 600 to 4000 cm⁻¹.

The XPS technique allows to observe chemical modifications on the outermost surface layer (about 5 nm) in the treated samples, and they were performed with a VG Scientific Microtech Multilab (VG Scientia, Hastings, United Kingdom) spectrometer using a Mg-Kα X-ray source (1253.6 eV) operating at 15 kV and 300 W. A survey scan encompassing the 0–1200 eV region was obtained for each sample. All binding energies were referred to the C 1s core level spectrum position for C–C and C–H (hydrocarbons) species at 285.0 eV. Atomic concentrations were calculated using a VGX900-W system.
The surface topography changes were observed by a roughness device (HommelTester T8000 (HommelEtamic France S.A., Alcobendas, Spain), the standard DIN 4768 was followed, where \( R_a \) (arithmetic average of the roughness profile) and Abbot-firestone curves were compared.

Dry wear tests were carried out at room temperature using a pin-on-disk tribometer (Microtest, Madrid, Spain). Test conditions were a speed of 60 and 120 rpm, with an applied load of 2 N, relative humidity below 30% and the friction radius was 8 mm. The sliding distance was 10 m. An Omega polishing cloth was used as pin (ATM GmbH, Mammelzen, Germany), thus only the surface was studied. The rate between normal force (applied force) and friction force is the friction coefficient.

3. RESULTS

Treatments were carried out with the different gases according to the best results obtain with the contact angle measurements, as explain in the previous section. Fig. 2 shows surface energy values. The surface energy increases when treatments are preformed, and so do the polar component. The importance of the polar component lies in the enhanced material wettability.

![Fig. 2 Surface energy and its dispersive and polar components for different treatments.](image)

The adhesion work was calculated from contact angles with the different liquids with Eq. 1.

\[
W_{\text{Adhesion}} = \gamma_{LP} \times (\cos \theta + 1)
\]

where \( \gamma_{LP} \) is the surface tension of the liquid phase and \( \theta \) is the average contact angle measured with the liquid.

As a result, a greater adhesion work with deionized water was found when the treatments are carried out. This proves that the wettability is greater with polar liquids than with dispersive liquids. Consequently, a polar adhesive should be selected.

<table>
<thead>
<tr>
<th>Element</th>
<th>Untreated</th>
<th>Plasma Air</th>
<th>Plasma Nitrogen</th>
<th>Plasma Argon</th>
</tr>
</thead>
<tbody>
<tr>
<td>C 1s</td>
<td>84.99</td>
<td>74.76</td>
<td>83.00</td>
<td>74.66</td>
</tr>
<tr>
<td>O 1s</td>
<td>13.49</td>
<td>22.58</td>
<td>15.69</td>
<td>24.11</td>
</tr>
<tr>
<td>N 1s</td>
<td>1.53</td>
<td>2.66</td>
<td>1.30</td>
<td>1.23</td>
</tr>
</tbody>
</table>

The data obtained by XPS (Table 2) are in agreement with the surface energy. The treated samples have greater amount of oxygen than untreated samples. This indicates greater amount of polar groups as C-O and
C=O, and hence greater polar surface energy. The initial nitrogen present in the sample is due to environmental pollution; the nitrogen percentage is then increased with air treatment because of the high concentration of nitrogen in the air. However, the other gases generate a cleaning effect and they remove the contaminants, therefore the percentage of nitrogen decreases. A more detailed study unveiled that the bonds with nitrogen had changed from NH$_4^+$ and NO$_3^-$ to R-CN (polar group), changing the nitrogen percentage as well. As a matter of fact, argon was not found in the material.

The initial nitrogen present in the sample is due to environmental pollution; the nitrogen percentage is then increased with air treatment because of the high concentration of nitrogen in the air. However, the other gases generate a cleaning effect and they remove the contaminants, therefore the percentage of nitrogen decreases. A more detailed study unveiled that the bonds with nitrogen had changed from NH$_4^+$ and NO$_3^-$ to R-CN (polar group), changing the nitrogen percentage as well. As a matter of fact, argon was not found in the material.

The ATR-FTIR test goes deeper than XPS test. This is why no change was found by this technique, even though the characteristic peaks of PMMA were identified at: 2968 cm$^{-1}$ (symmetric stretching of C-H); 1014 cm$^{-1}$ (rocking of CH$_3$); 1770 cm$^{-1}$ (stretching of C=O). The stretching of the group O-CH$_3$ corresponds to three peaks between 1159 and 1219 cm$^{-1}$; 1080 cm$^{-1}$ (symmetric stretching of C-O-C); 1504 cm$^{-1}$ (stretching of C=C); while the out of plane deformation of two hydrogen atoms were found at 829 cm$^{-1}$.

Once the surface was characterized chemically, a roughness study was conducted. When the air treatment was performed on PMMA, a roughness increment is observed in Fig. 3. A slight increase is produced in PMMA treated with argon and samples treated with nitrogen exhibit a medium roughness. In general, the plasma treatments increase the PMMA roughness.

The differences on the roughness are more evident when the Abbot-Firestone curve is studied. This curve is the integral of the amplitude distribution function from above the surface to the height of interest. The percentage of valleys and ridges can be determined from this curve, the opening between the valleys and ridges can be computed as well (i.e. the slope of the flattest part of the curve). From Table 3 it is possible to observe that the plasma treatments increase the slope and valley percentages in all the cases, but the air treatment decreases ridges percentages, i.e. the air flux flattens the surface.

<table>
<thead>
<tr>
<th></th>
<th>Untreated</th>
<th>Air</th>
<th>Nitrogen</th>
<th>Argon</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Ridges</td>
<td>12.20</td>
<td>11.50</td>
<td>23.60</td>
<td>18.30</td>
</tr>
<tr>
<td>% Valleys</td>
<td>8.10</td>
<td>14.30</td>
<td>16.80</td>
<td>10.10</td>
</tr>
<tr>
<td>Slope</td>
<td>0.01</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
</tr>
</tbody>
</table>

The augmentation of the surface roughness and a change in its appearance can cause a change in the friction coefficient of PMMA. Nevertheless, the expected changes should not be too large, because the changes in roughness are not so significant. The main objective of this work was to check this latter hypothesis, for that, wear pin-on-disk tests were done. The most important parameter is the friction coefficient.
and the wear is not taken into account, because the test was only 10 m. After distance, the superficial effect is not appreciated, because treatments only affect the first atom layers.

Figs. 4 and 5 correspond to the change in the friction coefficient with the distance for all the plasma treatments, tested at two rotational speeds. The most interesting area of the graph is the initial one. This is why the alterations produced by the plasma are only located on the surface of the treated material.

PMMA plasma-treated samples have higher values of initial friction. This is consistent with the higher surface energy associated with the polar component. It is also in agreement with the higher work of adhesion values as well as with the greater roughness caused by the treatment. Due to the higher impact force of the ionized argon and nitrogen gas on the surface, the samples treated with these gases have bigger friction coefficients than the samples treated with air. As seen in Fig. 2 and Table 3, these gases produce a higher polar component and larger ridges percentage than the air does.

Once the wear track is formed, the friction coefficient tends to stabilise and its value is similar for all the treatments, except when argon is used. The value of the stabilised friction coefficient is higher when the rotational speed is lower (60 rpm), with its value being between 0.7 and 0.8, whereas its value is between 0.45 and 0.65 when the rotational speed is 120 rpm. In the case of argon treatment, the stabilised friction coefficient has value close to 1. It seems that the treatment goes deeper than with the other gases, therefore the friction coefficient remains still high after 10 m.

![Graph of friction coefficient versus distance covered at 120 rpm for different treatments.](image)

**Fig. 4** Friction coefficient versus distance covered at 120 rpm for the different treatments.

![Graph of friction coefficient versus distance covered at 60 rpm for different treatments.](image)

**Fig. 5** Friction coefficient versus distance covered at 60 rpm for the different treatments.
4. CONCLUSIONS

Low pressure plasma with different gases has been used to treat PMMA. The surfaces were characterized both chemically and topographically, and a correlation between the surface changes and the friction coefficient was found.

All the studied treatments increase the polar groups on the surface, but argon and nitrogen produce a greater cleaning effect. The untreated PMMA has polar groups, and when it is cleaned its polar energy surface increases. Besides, as consequence the work adhesion increases for polar liquids.

The roughness is also augmented with the plasma treatments, even though the air treatment produces a higher value than the other treatments. According to Abbot-Firestone curves, ridges and valleys together with the opening between them increase.

The wear test showed an increment in the friction coefficient over the initial distance (2 m). Afterwards, there is a stabilisation to values similar to the ones reached by the untreated PMMA. However, this is not the case for the argon treatment, where the friction coefficient is higher during the entire test, probably due to the greater depth reached by the treatment.
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Abstract: During friction processes, two bodies are generally in contact only over very small discrete areas. Some tribological properties occurring at the micro-scale level are strongly controlled by the actual contact area, which is a small fraction of the nominal or apparent contact area. This work studies the relationship between normal load, actual contact area and static self-friction coefficient in different polymeric materials (low density polyethylene, high density polyethylene, polypropylene and silicone). To this end, friction tests were carried out to measure the force of static friction. Moreover, hardness and roughness test were performed, which allow to calculate the actual contact area and to formulate hypotheses on this phenomenon. In this study, the normal tensile stress and the shear resistance necessary to start the displacement between two surfaces in contact with one another are consistent with theoretical expectations. The ratio between their values and the apparent tensions are indeed close to one. This is found when the normal force begins to be relatively high.
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1. INTRODUCTION

The knowledge of the actual contact area between two surfaces is the main current problem that tribology is facing [1,2]. For metals, the lineal proportionality between the actual contact area and the normal applied load is known, when the loads are low enough [2]. At higher loads, the relationship becomes asymptotic when approaching the apparent area [3,4,5], and the proposed equations are semi-empirical for the relationship between normal force and actual contact area. For this reason, the elastic-plastic and plastic contacts theory have to be used.

Previous works on tribology of polymeric materials were primarily focused on the study of the sliding or rolling effects for polymer-polymer or polymer-metal systems [6,7,8]. Conversely this work investigates the effect of the normal force on and stresses generated on the static self-friction coefficient. In general, there is missing information about the polymeric materials behaviour, which is important for adhesion study. For these materials, the mechanical anchoring plays a fundamental role in the behaviour of adhesives. The latter is indeed the main operating principle behind the pressure-sensitive adhesives and the hot-melt adhesives.

At the micrometric scale, the solid surfaces present asperities and valleys, which could be evaluated through the measurement of the roughness. Due to the roughness, when two surfaces are in contact, they do not touch each other over the entire apparent contact area \(A_T\), but the contact occurs only over some parts of the roughness \(A_f\).

![Fig. 1 Initial no contact (left) and contact (right) between two surfaces under a certain pressure](image)

The actual contact area \(A_f\) is the sum of all the points where the contact takes place. This area is independent of the apparent contact area. These contact points are responsible for resisting to the normal force and for generating the friction force. \(A_f\) depends on the material hardness and the normal force applied on the surfaces, as described by the Amontons equation (Eq.1) [10].

\[
A_f = \frac{F_N}{H}
\]  

(1)
where $F_N$ is the force normal to the sliding plane and $H$ is the material hardness.

When the normal force increases (Fig. 1), the number of contact points increases, increasing the actual contact area, even though the apparent area remains unchanged [11].

The surfaces are covered with asperities, which have a certain height distribution, and they deform elastic and plastically under the load action, during the interaction between the two surfaces. The sum of the individual contacts provides the actual contact area. The elastic or plastic deformation depends on the value of plasticity index ($\Psi$) [5,12,13], which is described by Eq. 2:

$$\Psi = \frac{E}{H} \left( \frac{\sigma_p}{\beta} \right)^{1/2}$$

where $\Psi$ is the elastic or plastic contact. When $\Psi < 0.6$ the contact is elastic and for $\Psi > 1$ the contact is plastic [14]. In these equations $E$ is the Young modulus of the material, $H$ is its hardness, $\beta$ is the curvature radius of the roughness tip, and $\sigma_p$ is the standard deviation of the height of the asperities.

The value of actual area for elastic contact is expressed with Eq. 3 [15,16]:

$$A_r = \frac{3.2 F_N}{\sigma_p \eta^\gamma}$$

If the contact is elastic, recovery of the asperities takes place. Once the displacement occurs, the joints are broken. For the plastic contact, Eq. 1 is used.

The surface roughness causes a reduction of the actual contact area. This is the reason why it can produce a mechanical anchorage when the two surfaces slide over one another. Thereby, the value of the shear stress needed to reach the slip increases when the normal load is greater, since the actual contact area between the two surfaces enlarges. The asperities can come into such a close contact that Van der Waals forces of very short range could exist between the surfaces.

The contact area is influenced by the type of materials and their manufacturing (for example it depends on whether their surface is clean and dry). To break the adhesive bonds, when moving surfaces one over another, a force $F_s$ is required; which is applied on the joints as a shear stress [17]:

$$F_s = \tau_s A_r$$

where $\tau_s$ is the shear stress for breaking the joint, which has to be overcome for the sliding to happen.

Therefore, it is necessary to redefine the concept of static friction coefficient. When a surface subjected to a pressure $P_N$ is about to move over another one, as a result of an increasing tangential force, shear stress reaches a certain value $\tau_s$ that overcomes friction and causes the sliding. This stress defines the static friction coefficient $\mu_s$, and it corresponds to the maximum value it can reach (Fig. 2).

$$\mu_s = \frac{\tau_s}{P_N}$$

The proportionality constant $\mu_s$ is called static friction coefficient.

![Fig. 2 Relationship between normal force and frictional force for a given material](image)

To determine the roughness parameters, the DIN 4760 standard has been followed. Once the different parameters have been measured, a statistical analysis of the obtained data is performed to correctly describe the surface topography. Thus, anomalous data points might be detected. These are regarded as outliers that could change the results if not discarded. In this paper, a Grubbs test with a 95% confidence level has been used.
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2. EXPERIMENTAL PROCEDURE

2.1 Materials

Table 1 summarises the materials used in this study along with their elastic modulus and apparent area.

<table>
<thead>
<tr>
<th>Material</th>
<th>Elastic modulus (MPa)</th>
<th>Apparent area (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDPE</td>
<td>150</td>
<td>1853.7</td>
</tr>
<tr>
<td>HDPE</td>
<td>700</td>
<td>1427.5</td>
</tr>
<tr>
<td>PP</td>
<td>1400</td>
<td>1858.7</td>
</tr>
<tr>
<td>Silicone</td>
<td>10</td>
<td>2400.0</td>
</tr>
</tbody>
</table>

2.2 Determination of actual contact area

In order to compute the actual contact area, the roughness parameters have to be determined [19]. The points of the surface were measured on each of the materials 10 times in random directions with a contact roughness device (Hommel Tester T500). Thereafter, a statistical study was carried out. The device filters the signal obtained and displays three graphs: profile, waviness and roughness.

It was considered that the contact between the two surfaces occurs through the touching of the asperities. It is over these waviness that the ridges height is determined (Fig. 3) as well as the curvature radius of the tips of the asperities are computed (Fig. 4).

![Fig. 3 Determination of the height of the asperities](image1)

![Fig. 4 Determining the radius of curvature of the asperities](image2)

2.3 Determination of Hardness

The hardness test was performed by Brinell test [20]. An indenter with a steel ball at the tip was used. The steel ball has a diameter \(D\) of 5 mm. The applied load \(P\) was 612.5 N for a duration of 30 seconds. The depth of the resulting deformation was measured and the surface area of the impression was calculated. The hardness is then expressed in MPa. In Fig. 5, traces of hardness test can be seen.
2.4 Friction test

The friction tests were carried out when two surfaces of the same material were put in contact. The ASTM C1028-07 standard [21] was followed. One surface was anchored to a horizontal table and another to blocks of different masses. The block was joint to a negligible weight and an inextensible thread which was connected to a tensile testing machine by means of a pulley. The load cell was 150 N. As the displacement increases, the recorded frictional force increases until the sliding begins, at this point the frictional force is reduced.

Fig. 5 Traces of hardness tests on plastic plates

3. RESULTS

The roughness parameters are shown in Table 2. They have been obtained from Figs. 3 and 4. With the data of Tables 1 and 2, the $\Psi$ parameter (which determines elastic or plastic contact) is calculated by means of Eq. (2), where 23.04 mm$^2$ is the value used for the surface area. The results are summarised in Table 2.

As silicone is an elastomer material. It has an elastic behaviour and its mark could not be measured with a probe, because a total recuperation occurred. For this reason, the contact between two silicone sheets was considered elastic and its actual contact area was calculated with Eq. (3).

Table 2 Mean values of the parameters roughness and hardness

<table>
<thead>
<tr>
<th>Material</th>
<th>Standard deviation of the heights of the ridges (µm)</th>
<th>Average curvature radius of the ridges (µm)</th>
<th>Hardness HB (MPa)</th>
<th>$\Psi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDPE</td>
<td>0.121</td>
<td>0.780</td>
<td>7.515</td>
<td>7.9</td>
</tr>
<tr>
<td>HDPE</td>
<td>0.056</td>
<td>0.968</td>
<td>7.904</td>
<td>21.3</td>
</tr>
<tr>
<td>PP</td>
<td>0.047</td>
<td>1.275</td>
<td>12.331</td>
<td>21.8</td>
</tr>
<tr>
<td>Silicone</td>
<td>0.406</td>
<td>1.474</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

In the three polyolefins studied (LDPE, HDPE, and PP), the plasticity index is greater than 1 ($\Psi>1$). This is due to the plastic behaviour, while silicone is elastic. The actual contact area was calculated through Eq. (1) for polyolefins and with Eq. (3) for the silicone. When the applied normal force is removed, the silicone completely recovers its initial roughness, while for polyolefins, a residual deformation remains permanently.

The correlation between the applied normal force and the actual contact area between two sheets was studied and a diagram is shown in Fig. 6. This correlation is linear both for elastic behaviour (silicone) as well as for plastic behaviour (polyolefins).
The dependence of the rate of the actual and apparent normal stress on the actual contact area was also studied. It was observed that the rate of both stresses decreases rapidly when the contact area enlarges, resulting in an asymptotic approach to the value one (Fig. 7). This effect is related to the actual area approaching the apparent area when the applied normal force increases. In the case of silicone, this effect is observed more quickly.

The static self-friction coefficient according to the actual contact area does not present a linear behaviour. For equal values of contact area, materials with a more rigid behaviour exhibit lower values of static self-friction.

The normal force versus the friction force is plotted in Fig. 8. For the polyolefins, a linear increase of the frictional force with the normal force is observed. In this graph, the slope of the straight line can be regarded as the self-friction coefficient. The independent term of the equation of the straight line (Fig. 8) is similar to the self-friction force when no normal force is being applied.

The silicone has a different behaviour (Fig. 8). For small values of the normal force, the behaviour can be considered linear. However, for larger values of the normal force, the friction force rises quickly and it can be represented as a second order equation for the tested values. This is due to the adhesion produced between surfaces. This effect is observed when two silicone samples are piled one on top of the other and pressure is exerted. The pieces will be joined, and to separate them again, a big effort will be needed.
4. CONCLUSION

The actual contact area between surfaces of materials is calculated from the relative roughness and hardness parameters.

The results of the normal stresses and shear stresses necessary to start the displacement between the surfaces were in agreement with theoretical evaluations. As expected, the correlation between these stresses and the apparent tensions approaches 1, when normal forces begin to be relatively high.

The static self-friction coefficient for the tested polymers did not present a linear behavior with the contact area. For thermoplastics, the value decreases with an increase in the actual contact area. For silicone (elastomer), the static self-friction coefficient is reduced to a certain value and then it stabilizes.

The behaviour elastic of the silicone is very different at behaviour plastic of the polyolefins for high exerted pressures.
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STUDY ON TEST OF FATIGUE CRACK GROWTH RATE ALONG THE WELD LINE
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Abstract: As plate welded aluminium alloy structure are widely used in the field of aviation and rail transit, the fatigue crack along the weld line due to inevitable welding defect is one kind of failure type in the engineering. However, the current national test standards of crack growth rate are all based on the homogeneous specimens. Few experimental researches could be found on fracture mechanics analysis of the fatigue crack along weld line. In this paper, the experimental method of fatigue crack growth rate along the weld line was studied by taking account of the inhomogeneous mechanical properties of weld joint. At first, a three regional model was used to study the effect of different mechanical properties at weld joint on SIF (Stress Intensity Factor). Then, the specimen of fatigue crack growth rate along the weld line was designed, and a modified functional relationship between the SIF of the weld line and crack length could be got by using FEM simulation method. Further, the constants $C$ and $m$ values of Paris equation and the formula of fatigue crack growth rate along weld line were obtained based on experimental and simulation results.

Keywords: fatigue crack; growth rate; weld line; finite element analysis; SIF

1 INTRODUCTION

Because of low density, good mechanical properties and processing performance of aluminium, plate welded aluminium alloy structures are widely used in the field of aviation and rail transit [1]. Due to local remelting, the size of the grains in the weld zone can be different from those of the base metal. The disparity between grain sizes results in different yield stresses and, thus, reduced strength (Hall-Petch relationship). For steel alloys, the weld strength is higher or, at least, equal to the base metal strength. It is not the case for aluminium alloys [2-3]. However, the failure of the weld structure in engineering is mainly caused by fatigue under cyclic loading. It could be attributed to the residual stress and the inevitable defects due to welding processing [4-9].

Many researches are available on fatigue of the welded structures and the welding line. P. Dong [10-11] carried out the fatigue analysis of the weld components based on the structural strain method and the master S-N curve method. It is formulated by taking advantage of elastically calculated mesh-insensitive structural stresses based on nodal forces available from finite element solutions, and is shown effective in correlating low-cycle fatigue test data of various sources documented in the literature. X. Wu [12] studied the SIF at crack tip based on the finite element method. It turned out that there is a close relationship between the yield strength and the SIF at the tip of crack. The SIF was the lowest one in the welding zone, then it followed in the base metal, and the highest one was in the HAZ (Heat Affected Zone). However, for the fatigue crack propagating along weld line, few literatures can be found on the experimental method to research fracture properties of the weld structure, as the current test standards of crack growth rate are always based on the homogeneous specimens.

The crack growth rate, denoted $da/dN$ is an important material property to characterize fatigue crack propagation under constant amplitude loading, which is one of necessary preconditions to assess fatigue crack propagation life. In this paper, the experimental method of fatigue crack growth rate along the weld line was studied by taking account of the different mechanical properties at weld joint. The fracture mechanics simulation was carried out to obtain the new relationship function between the correctional SIF $K$ and the crack length $a$ based on FEM. Finally, the fatigue crack growth rate model along the weld was obtained based on experimental results.
2 CRACK GROWTH EXPERIMENT ALONG THE WELD LINE

Three single edge crack bending specimens SE(B) were cut from a 7N01 aluminium alloy weld structure. The weld line was located at the centre of specimen, and a notch was fabricated by wire-electrode cutting on weld line at one edge of the specimen. The shape and the details of specimen are given in Fig. 1, which dimensions are in millimetres and similar as standard test specimen refer to “GB/T6398-2000 Metal materials fatigue crack growth rate test method”. The specimen was subjected to three-point bend loading (as shown in Fig. 2). The loads were applied at two end of upper edge of specimen, and the support was at the centre point of bottom edge.

![Fig. 1 Crack growth rate SE(B) test specimen](image)

The experiments were carried out by using an Instron 8872 electro-hydraulic servo material fatigue test machine with 25 kN load capacity. The specimens were tested with a stress ratio of $R = 0.1$, the load frequency of 10 Hz, and the constant load amplitude $\Delta P$ of 2.4kN in the steady crack propagation region. The crack length $a$ were measured using COD gauge based on compliance method, the number of loading cycle $N$ and the loads $P$ were automatically collected by the software of fatigue test machine. Thus the crack growth rate $da/dN$ was calculated based on the crack length $a$ and the cycle number $N$ by using seven points incremental polynomial method.

3 FRACTURE MECHANICS SIMULATION ALONG THE WELD CRACK

3.1 Finite element model

In the national standard “GB/T6398-2000 Metal materials fatigue crack growth rate test method”, the SIF $K$ for a homogeneous metallic SE(B) specimen could be calculated using a formula in national standard. In fact, the specimen in this paper had different mechanical properties in three regions including weld line, HAZ, and base metal, so influent of inhomogeneous mechanical property on the SIF along weld line should be studies by using FEM simulation method.

A finite element model including three regions was established according to SE(B) specimen as shown in Fig.3. As the high stress gradients exist around the crack tip in the weld region, a special singular element type with the midside nodes placed at the quarter points was used around the crack tip. As same as the experimental condition, the load was applied on the centre of upper side of the model, and the constrains were applied on the two ends of bottom side of the model.

![Fig. 2 Three-point bend loading apparatus](image)  
![Fig. 3 Finite element model of SE(B) specimen](image)
When the material properties of three regional in the model were identical, it was equivalent to the homogeneous material model which could be used to verify the feasibility of the finite element model. The elastic modulus of base aluminum alloy is 69000 MPa and its Poisson’s ratio is 0.3. Assuming the crack lengths were 12 mm and 15 mm separately, a comparison of the SIF between simulation results and theoretical results was listed in Table 1. The errors of FEM simulation were -0.63% and -0.62% corresponding to 12 mm and 15 mm crack length respectively. So it could be considered that the finite element model was reasonable and could be used to calculate the SIF of the weld specimen.

### Table 1 Comparison of SIF between simulation and theoretical results

<table>
<thead>
<tr>
<th>Crack length (mm)</th>
<th>Load (N)</th>
<th>Simulation values (MPa.mm$^{0.5}$)</th>
<th>Theoretical values (MPa.mm$^{0.5}$)</th>
<th>Model error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>2400</td>
<td>265.50</td>
<td>267.15</td>
<td>-0.63</td>
</tr>
<tr>
<td>15</td>
<td>2400</td>
<td>357.10</td>
<td>359.31</td>
<td>-0.62</td>
</tr>
</tbody>
</table>

3.2 Effect of mechanical properties in weld specimen on SIF

It is generally accepted that heterogeneous microstructure along weld line plays a significant role on the mechanical properties along weld line. Whether strength of the material is affected by welding or the level of decrease is highly dependent on the materials, welding method, weld line orientation, and welding parameters et al. [13-14] Here, the different mechanical properties of three regions in weld specimen FEM model are shown in Table 2.

### Table 2 Different mechanical properties in weld specimen

<table>
<thead>
<tr>
<th>Region</th>
<th>Elastic modules (MPa)</th>
<th>Yield strength (MPa)</th>
<th>Tension strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base metal</td>
<td>69000</td>
<td>308</td>
<td>375</td>
</tr>
<tr>
<td>HAZ</td>
<td>62000</td>
<td>204</td>
<td>315</td>
</tr>
<tr>
<td>Weld</td>
<td>60000</td>
<td>152</td>
<td>301</td>
</tr>
</tbody>
</table>

### Table 3 SIF of weld specimen model

<table>
<thead>
<tr>
<th>Crack length (mm)</th>
<th>Load (N)</th>
<th>Weld simulation values (MPa.mm$^{0.5}$)</th>
<th>Homogeneous theoretical values (MPa.mm$^{0.5}$)</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>2400</td>
<td>251.34</td>
<td>267.15</td>
<td>-5.92</td>
</tr>
<tr>
<td>13</td>
<td>2400</td>
<td>274.64</td>
<td>293.41</td>
<td>-6.29</td>
</tr>
<tr>
<td>14</td>
<td>2400</td>
<td>302.39</td>
<td>323.74</td>
<td>-6.59</td>
</tr>
<tr>
<td>15</td>
<td>2400</td>
<td>334.03</td>
<td>359.31</td>
<td>-7.04</td>
</tr>
<tr>
<td>16</td>
<td>2400</td>
<td>371.26</td>
<td>401.23</td>
<td>-7.47</td>
</tr>
<tr>
<td>17</td>
<td>2400</td>
<td>415.48</td>
<td>450.83</td>
<td>-7.84</td>
</tr>
<tr>
<td>18</td>
<td>2400</td>
<td>468.59</td>
<td>509.85</td>
<td>-8.09</td>
</tr>
</tbody>
</table>

The effect on SIF due to the different material properties could be found by comparing the simulation results of the weld specimen with the theoretical values of homogeneous specimen in Table 3. It is clear that the simulation values were slightly lower than the theoretical values of homogeneous specimen when the crack was located at the weld line. This means that the crack along the weld line of weld specimen propagates a little slower than the same size crack of homogeneous specimen when they are subjected to the same loading. As the crack length increases, the difference of SIF between the weld specimen and the
homogeneous metal specimen increases from -5.92% of crack with length 12 mm to -8.09% of crack with length 18 mm. Therefore, the influence of the weld material differences on the SIF could not be ignored, and the relationship between the SIF $K$ and the crack length $a$ should be modified.

### 3.3 Modified formula of the weld SIF

According to the relevant national standards, the theoretical formula of SIF at the crack tip of standard SE(B) specimen is:

$$ K_i = \frac{4P \sqrt{a}}{Bw} F(a) $$

(1)

Here, $P$ is the load (N), $a$ is the crack length (mm), $B$ is the specimen thickness (mm), $w$ is the specimen width (mm), and $F(a)$ is the geometry corrected factor.

For the weld specimen, both the geometry dimension and the difference of mechanical material should be considered in the formula. So the factor $F(a)$ should be modified in terms of the crack length $a$ based on the simulation results of the weld specimen. According to Eq.(1), the factor $F(a)$ could be calculated by

$$ F(a) = \frac{K_i Bw}{4P \sqrt{a}} $$

(2)

<table>
<thead>
<tr>
<th>Crack length (mm)</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>2.948</td>
<td>3.094</td>
<td>3.283</td>
<td>3.504</td>
<td>3.771</td>
<td>4.094</td>
<td>4.487</td>
</tr>
</tbody>
</table>

Table 4 Relationship between $a$ and $F$

Then, a series of SIF $K_i$ could be obtained dependant on the crack length $a$ by using simulation method. The modified corrected factor $F(a)$ values in relation to the crack length $a$ were shown in Table 4. The formula of $F(a)$ of the weld specimen could be obtained by polynomial fitting the simulation data, as shown in Fig.4 and Eq. (3).

$$ F(a) = 12.7 - 2.9a + 0.03a^2 - 0.01a^3 + 2.5e^{-4}a^4 $$

(3)

![Fig. 4 Curve fitting of $F$-$a$](image)

It should be noted that the modified corrected factor $F(a)$ is obtained based on the FEM simulation values, which are dependent on a proper FEM model and accurate material properties of weld structure. These include the base metal material, welding methods, welding parameters, the thickness ratio, welding quality et al.

### 4 FATIGUE CRACK GROWTH RATE MODEL OF WELD STRUCTURE

Fatigue crack growth rate expressed as a function of crack-tip SIF range, $da/dN$ versus $\Delta K$, characterizes a material's resistance to stable crack extension under cyclic loading. Based on the experimental results,
the crack growth rate \( \frac{da}{dN} \) in relation to the crack length \( a \) could be obtained. The crack-tip stress intensity factor range \( \Delta K \) due to loading range \( \Delta P \) could be calculated using the formula Eq.(1). The \( \frac{da}{dN} - \Delta K \) curves of three weld specimens tested under constant amplitude loading in Fig.5 exhibit a better repetitiveness, and three typical region of crack growth rate are identified. Region I is near to the threshold stress intensity range, which means the stage of crack initiation and slow crack propagation region. Region II was stable crack propagation region where it was linear relationship between \( \frac{da}{dN} \) and \( \Delta K \), and Paris relation usually fits the data in this region. Region III was unstable crack propagation region where the crack propagated rapidly as the maximum SIF approaches the fracture toughness \( K_C \).

Fig.5 exhibits that, in double logarithmic coordinate system, the linear model especially works well for the experimental results in Region II. For a wide range of \( \Delta K \), the relationship between \( \frac{da}{dN} \) and \( \Delta K \) follows Paris law [15],

\[
\frac{da}{dN} = C(\Delta K)^m
\]

(4)

Where, \( C \) and \( m \) are material constants obtained from the experiment. Fitting the experimental data using the least-squared method gets \( C \) and \( m \) values of three specimens (in Table 5) when the crack growth rate is in mm/cycle and the SIF is in MPa*m\(^{0.5}\). Taking the average values of \( C \) with 4.700 and \( m \) with 3.698 as the material constant of the weld specimen, the fatigue crack growth rate mode can be established according to Eq. (4).

![Fig. 5 Crack propagation under constant amplitude loading](image)

Table 5 Material constants \( C \) and \( m \) of the weld specimens

<table>
<thead>
<tr>
<th>Specimen</th>
<th>logC</th>
<th>C</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>GZ-HF-a1</td>
<td>-7.163</td>
<td>6.876e-08</td>
<td>3.574</td>
</tr>
<tr>
<td>GZ-HF-a2</td>
<td>-7.478</td>
<td>3.329e-08</td>
<td>3.811</td>
</tr>
<tr>
<td>GZ-HF-a3</td>
<td>-7.343</td>
<td>4.535e-08</td>
<td>3.708</td>
</tr>
<tr>
<td>Average</td>
<td>-7.328</td>
<td>4.700e-08</td>
<td>3.698</td>
</tr>
</tbody>
</table>

4 CONCLUSIONS

(1) A three region FEM model was established for the weld specimen and the effect of its inhomogeneous mechanical properties was studies by using FEM method. The simulation results show that the influence of the inhomogeneous material at weld joint increases as the crack length increases. The difference of mechanical properties should not be ignored in fracture analysis of the weld structure.
(2) According to the national test standard of homogeneous metallic specimen, the weld specimen of fatigue crack growth rate along the weld line was designed, and a new test method of weld structure was given by combining experimental method with FEM simulation.

(3) Using 7N01 aluminium alloy weld specimens, the fatigue crack growth rate test was completed, and a modified relationship between the SIF and crack length was obtained by using simulation method. Then, the model of fatigue crack growth rate along the weld was established.
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Abstract: The dynamic radial fatigue test is one of the mandatory mechanical tests that passenger car wheels have to pass before going into production. In the test, a wheel is mounted with a tire and rolled on a rotating driven drum under specific radial load conditions. The use of finite element analysis (FEA) for wheel’s fatigue life prediction is essential for quality improvement, cost reduction and time saving in the wheel design and testing processes. This work focuses on fatigue analysis of an aluminium alloy wheel in the radial fatigue test by using FEA. The loading cycle of the wheel in each rotation was simulated by a number of static load cases. The simulations of the static load cases were performed by the ANSYS commercial FEA software package. In each case, the wheel was loaded with forces representing the tire air pressure and the driven drum radial load. Various models of radial load exerting on wheel bead seat and wheel flange were compared to determine the actual configuration of the wheel radial load. Wheel’s fatigue life was estimated by employing the stress-life (S-N) approach. The mean stress effect on the fatigue life was taken into consideration by using the Goodman equation. In this work, the von Mises stress was utilised to determine the locations of the maximum stress concentration. The failure locations predicted from this simulation show close agreement with the corresponding experimental crack regions.

Keywords: Aluminium alloy wheel; Radial fatigue; Finite element method; S-N curve; Goodman equation

1 INTRODUCTION

At present, passenger car wheel manufacturers design and produce various styles of alloy wheels with complex shapes. In order to guarantee the structural integrity of a newly designed wheel, it has to pass all the standard mechanical tests indicated for light alloy wheels, such as the JWL (Japan Light Alloy Wheel) and the SAE (Society of Automotive Engineers) standards. The dynamic radial fatigue test is one of the mandatory mechanical tests. In the test, the wheel and tire assembly is rolled on a rotating driven drum under a specific radial load to simulate the radial loading of the wheel. In general, many standards require at least 5×10^5 wheel turns before fatigue failure is initiated [1].

In order to indicate locations of failure, aluminium alloy wheels are tested and studied under actual configurations. The fatigue test is usually costly as many prototypes are tested in the product design stage in order to predict the fatigue failure. Also, the fatigue analysis is time-consuming as it is based on load time histories. Therefore, the finite element analysis (FEA) can significantly reduce cost and time associated with the wheel design and testing processes.

There are a number of publications dealing with the radial fatigue simulation using FEA [1,2,3,4]. Most of the studies have employed an S-N curve to evaluate the fatigue life under radial loads [2,3]. This approach is commonly utilised for an analysis of high-cycle fatigue [5]. An S-N curve relates the magnitude of a cyclical stress (S) with a number of cycles to failure (N). It is obtained from fully reversed fatigue loading. In general, the applied cyclic stresses involve either compressive mean stresses or tensile mean stresses. These mean stresses play an essential role in altering fatigue life and also the fatigue strength of a material [2].

Generally, the mean stress in the wheel structure is often non-zero in the wheel radial fatigue. Therefore, many mean stress correction methods have been introduced and have been used by many researchers [6,7,8]. In this work, the Goodman equation was employed as it is one of the conservative methods on mean stress correction and widely used for alloy wheels [7].
The goal of this paper is to present and discuss the loads and boundary conditions applied on the aluminium alloy wheel presented in Fig. 2. Finite element analysis was carried out in the ANSYS commercial software package to analyse failure of an aluminium alloy wheel in the radial fatigue test. The obtained stress distribution and the failure initiation area were compared with the corresponding experimental observations.

2 THE WHEEL RADIAL FATIGUE ANALYSIS

2.1 The dynamic radial fatigue test

In the radial fatigue test, the wheel was mounted with a tire and rolled on a rotating driven drum under specific radial load conditions as shown in Fig. 1. For the wheel of our consideration, shown in Fig. 2, it is considered to pass the JWL standard test if no cracks are observed after $5 \times 10^5$ wheel turns for the load of 2,621.5 kg.

In this test, the wheel failed after $5 \times 10^5$ wheel turns. Cracks were observed at the contact between the rim and the spoke located on the outboard side of the wheel as depicted in Fig. 2.

2.2 Material properties

The wheel was low pressure die cast from A356.2 aluminium alloy and heat treated to the T6 condition. In order to find the mechanical properties of this wheel, tensile test was carried out from specimens taken from different locations of the wheel. Table 1 shows the mechanical properties of the wheel after the test was conducted.
In order to approximate the fatigue properties of the wheel in this work, the S-N curve of a similar material was employed from the work of Raju et al. [2]. The graph in Fig. 3 shows that the stress must be less than 130 MPa in order for the wheel to tolerate $5 \times 10^5$ cycles. It is noted that the S-N curve in Fig. 3 was from the wheel specimens having the tensile strength of 250 MPa [2]. Assuming that fatigue strength is proportional to the tensile strength, the fatigue strength at $5 \times 10^5$ cycles of our wheel is, approximately, 122 MPa.

Generally, there should be a difference between the result obtained from the experiment and the simulation. Raju et al. [2] showed in their work that some safety factors were introduced to correlate the experimental results with the finite element analysis. This is consistent with the work of Topaҫ et al. [1] that employed the Marin factors to correct the effects of manufacturing parameters. By using the endurance limit modifying factor introduced in Marin equation described in [1], the true fatigue strength of our material is, approximately, 103 MPa for $5 \times 10^5$ wheel turns.

### Table 1 Material properties of the aluminium alloy wheel

<table>
<thead>
<tr>
<th>Material</th>
<th>Young's modulus (GPa)</th>
<th>Yield strength (MPa)</th>
<th>Tensile strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A365.2-T6</td>
<td>72</td>
<td>145</td>
<td>235</td>
</tr>
</tbody>
</table>

![Fig. 3 The S-N curve of the aluminium alloy wheels (modified from [2])](image)

#### 2.3 Finite element model

The ANSYS commercial FEA software package was employed to analyse failure of aluminium alloy wheels in the radial fatigue test. The wheel was modelled by tetrahedral elements. An element size of 5 mm was used to mesh the model with 378,759 elements and 642,380 nodes.

##### 2.3.1 Loads and Boundary conditions

The loads and boundary conditions on the aluminium alloy wheel considered throughout this work were elaborated. According to the JWL standard test, the load of 2,621.5 kg (25,691 N) was applied on the wheel. The wheel was loaded with forces representing the tire air pressure and the driven drum radial loads. These represented both static and fatigue loads on the wheel.

For the static load, the tire air pressure was taken into account by applying a uniform pressure of 0.46 MPa on the rim area located between the inboard and the outboard bead seats. In order to indicate the fatigue load from the driven drum, the radial load was exerted on the tire bead seat for both inner and outer circumferences in which its distributed profile was represented by the cosine function. The central angle of the load distribution was 80° as suggested in the work of Raju et al. [2]. With respect to the wheel offset, the driven drum load of 25,691 N was generated on the inboard and outboard sides of the wheel with radial loads of 10,204 and 15,487 N, respectively. The contact surfaces between the nut-wheel disc and the wheel disc-brake drum were fixed, as suggested in Ref. [4]. These boundary conditions are illustrated in Fig. 4.
2.3.2 Driven drum load models at the inner circumference of the wheel

The driven drum load applied on the inner circumference of the wheel was divided onto both the rim flange and the bead seat as illustrated in Fig. 5. It was mentioned in [4] that half of the load on the inboard side was applied to the inboard rim flange and the other half was applied to the inboard bead seat. Generally, the ratio of the applied load between the rim flange and the bead seat varies with respect to the contact condition between the tire and the rim. In this work, we consider different ratios of the driven drum load exerting on the wheel bead seat and the wheel flange in order to reflect the actual configuration.

![Graphical description of loads and boundary conditions](image)

The load of 10,204 N on the inboard side was distributed onto the bead seat and the flange. Three aspect ratios between the load applied on the rim flange and the bead seat were varied with 25% different as shown in Table 2. The scheme labelled by the letter B denotes an idea of the load applied on the tire bead seat. Regarding the load applied on the rim flange, the applied load was generated in the normal direction to the rim flange. This scheme is labelled by the letter N.

![Graphical description of radial load distribution on the rim flange and bead seat](image)

**Table 2** The von Mises stress at the critical area obtained from different radial load models

<table>
<thead>
<tr>
<th>B75%-N25% (MPa)</th>
<th>B50%-N50% (MPa)</th>
<th>B25%-N75% (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>160.06</td>
<td>165.03</td>
<td>169.99</td>
</tr>
</tbody>
</table>
It can be seen from Table 2 that the von Mises stress at the critical area obtained from all schemes was consistent. Upon the analysis, the area of the maximum stress concentration, in which fatigue failure occurred, obtained from the finite element simulation of all schemes was correspond to the actual test result as shown in Fig. 6.

As no significantly different was observed between the von Mises stress at the critical area of each scheme, we employed the scheme that generated 75% radial load on the bead seat and 25% on the rim flange to analyse our fatigue failure. This is a result from the fact mentioned in [4] that the inboard rim flange tends to deflect easily due to the long inboard rim leg. Consequently, less percentage of the driven drum load on the inboard side was applied to the inboard rim flange.

### 2.3.3 Fatigue failure analysis

In order to analyse the fatigue strength of the aluminium alloy wheel at $5 \times 10^5$ wheel turns as required by the JWL standard test, the load conditions obtained from the previous sections were applied on the wheel. The maximum and the minimum von Mises stresses in the critical area were determined. Since the wheel design considered in this work was symmetric, eight different load locations were considered starting at 0°, which corresponds to the positive direction of x-axis, to 80° clockwise with 10° apart. As the result described in section 2.3.2, the radial load applied on the inboard side of the wheel was distributed 75% onto bead seat and 25% onto rim flange in the normal direction to the surface. In this work, the von Mises stress was used in order to obtain the fatigue strength from the Goodman equation. Further details on the Goodman equation are referred to [8,9,10].

![Fig. 6 The von Mises stress distribution obtained from the single static load](image)

### 3 RESULTS AND DISCUSSION

Upon the fatigue analysis of the wheel, the stress concentrated area was shown at the contact between the rim and the spokes located on the inboard side of the wheel as illustrated in Fig. 7. The fatigue stress of the aluminium alloy wheel calculated from the Goodman equation was 105 MPa at this area. This stress concentrated area, where fatigue failure was predicted, was consistent with the corresponding results obtained from the actual wheel test as can be seen in Fig. 2. Considering the obtained fatigue stress of 105 MPa, it was shown to be higher than the fatigue strength of the material of our consideration. Therefore, the aluminium alloy wheel failed to meet the requirement of the JWL standard test as the cracks were initiated before $5 \times 10^5$ wheel turns.

It can be observed that the magnitude of von Mises stress at the critical area obtained from the single static load case (considered in section 2.3.2) was higher than that of von Mises stress at the critical area obtained from the multiple static load cases of the fatigue analysis. This was due to the strength of the wheel location in which the loads applied. Different locations showed significant levels of stress which play a role in altering fatigue properties and stress concentrated area. When cyclical loads are considered, the multiple static load cases are conducted in order to analyse fatigue failure of the aluminium alloy wheel. This is to reflect the real stress distribution in the wheel.
4  CONCLUSIONS

In this work, fatigue failure of an aluminium alloy wheel was studied. In order to reflect the real stress distribution, the static loads were applied on 8 different load locations with the load distribution having central angle of 80°. The simulations of the static load cases were performed by the finite element analysis in the radial fatigue test. In each location, the wheel was loaded with forces representing the tire air pressure and the driven drum load. An attempt was made in order to determine suitable load conditions in distributing the radial load in the inboard side of the wheel. It was shown in the study that no significantly different was observed between different load models of the wheel inboard side. As the inboard rim flange tends to deflect easily, applying radial loads for 75% on the bead seat and applying the load in the normal direction to the rim flange for 25% was employed to analyse the wheel fatigue failure. The predicted locations of the maximum stress concentration obtained from the fatigue analysis show close agreement with the test results.

Fig. 7 The stress concentrated location predicted from the radial fatigue analysis.
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BENDING FATIGUE STRENGTH OF ANNEALED 0.45% CARBON STEEL SPECIMENS FINISHED BY CUTTING AND RUBBING TECHNIQUE UTILIZING CEMENTED CARBIDE TIP
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Abstract: Aiming at an enhanced fatigue strength of annealed 0.45% carbon steel, a cutting tip with unique shape, which gave the severe plastic deformation on the surface at the final stage of lathe turning, was developed. The developed processing produced the hard surface-layer with a fine microstructure composed of grains down to the sub-micron level (~100 nm). The layer had about 4 μm thickness and Vickers hardness value of 760 (4.5 times of non-processed surface). Fatigue limit stress of the processed specimens was enhanced to 1.5 times of smooth specimen finished with #1000 emery paper. The specimen endured the 10⁶ repetitions of fatigue limit stress was fractured at subsequent overstress. Fish-eye pattern generated at the fatigue-limit stressing was formed on the fracture surface, indicating an enhanced fatigue resistance in the surface layer produced by the processing.

Keywords: Surface Treatment, Affected Layer, Work Hardening, Nanocrystal grain, Fatigue

1 INTRODUCTION

Since fatigue cracks usually are initiated at a free surface of machines and components, the surface treatments which produce a hard surface layer and compressive residual stress have been conducted through heat-treatment and thermomechanical processes. However, such processing leads to a degraded cost-performance of processed products. For improving fatigue resistance, the surface treatments with severe plastic deformation such as shot peening [1], ultrasonic impact peening [2], drilling [3], surface grinding [4] and friction sliding [5], which induce a grain refinement and an inclined distribution of grain size in sub-surface layer, have been developed. Recently, a new surface-treatment technique which consists of cutting and rubbing processes utilizing a cemented carbide tip was developed by Yakushiji et al. [6]; the technique are hereafter referred to as CR-Tech. The CR-Tech is a consecutive process with a product turning and a surface rubbing treatment. It yields a short processing time, as well as a low cost, that resulted from no exchange of instruments at the finishing stage because of the use of the same NC-lathe for cutting and rubbing. It has been shown that the fatigue strength of high strength materials, Ti-6Al-4V alloy [6] and quenched and tempered 0.45% carbon steel [7], was significantly enhanced by the CR-Tech. The action of the CR-Tech on the fatigue strength for soft steels appears to change from that for hard steels, because that the degree of an expansion of plastically deformed surface layer in soft steels should differ from that in hard steels. In the present study, the effect of the CR-Tech on the fatigue strength of soft-steel (annealed 0.45% carbon steel) was studied in terms of surface roughness, sub-surface microstructure and fracture surface analysis.

2 EXPERIMENTAL PROCEDURE

1.1 Specimen and cutting and rubbing processing

Material used was an annealed 0.45% carbon steel. The heat treatment condition and mechanical properties are tabulated in Table 1. Fig. 1 shows the shape and dimensions of fatigue specimens. The fatigue strength reduction factor for this geometry was close to 1, meaning that they could be considered plain. After machining the fatigue specimens, the middle surface of the specimens were finished by the CR-Tech. Fig. 2 shows the schematics of rub-processing and press-load controlling system during the CR-Tech processing. The CR-Tech was achieved by pressing a flank of cemented carbide tip to the surface of
rotating specimens. A water-soluble cutting fluid was used during the processing. The rubbing was conducted under the constant press-load controlled by the spring in the device. Fig. 3a illustrates magnified view of the edge of tip. The tip had an auxiliary cutting edge (highlighted by a white line) and the frictional point for rubbing denoted by a red region in Fig 3a. The auxiliary cutting edge could remove a bulging yield by the rub-processing (Fig. 3b).

**Table 1** Heat treatment condition and mechanical properties

<table>
<thead>
<tr>
<th>Heat treatment</th>
<th>Mechanical properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized: 880 °C, 2hr, air cooled</td>
<td>σ&lt;sub&gt;sl&lt;/sub&gt; (MPa) 929, σ&lt;sub&gt;B&lt;/sub&gt; (MPa) 566, ψ (%) 49.1, HV 168</td>
</tr>
<tr>
<td>Annealed: 845 °C, 30min, furnace cooled</td>
<td></td>
</tr>
</tbody>
</table>

σ<sub>sl</sub>: Lower yield stress [MPa]  
σ<sub>B</sub>: Tensile strength [MPa]  
ψ: Reduction of area [%]  
HV: Vickers Hardness

![Fig. 1 Shape and dimensions of the fatigue smooth specimen (in mm)](image)

![Fig. 2 The illustration of the rubbing tool system, showing a rubbing direction and press-load controlling during the processing](image)

![Fig. 3 The details of the rub processing: (a) magnified view of the cemented carbide tip (b) Schematics of removing a bulging by the auxiliary cutting edge highlighted by a white line in Fig. a.](image)

1.2 **Microstructure observation, hardness measurement and fatigue test**

Microstructure on the longitudinal section formed by the processing was analysed using an optical microscope (OM) and a scanning electron microscope (SEM). The microhardness was measured using a Vickers hardness tester with an applied load of 245 mN for the section and 980 mN for the specimen surface. The surface roughness in the longitudinal direction on the processed specimens was measured. Fatigue tests were carried out at room temperature using a rotating bending fatigue machine operating at 50 Hz. The stress value referred to is that of the nominal stress amplitude, σ<sub>n</sub>, at the minimum cross-section (9-mm diameter).
3 EXPERIMENTAL RESULTS AND DISCUSSION

Fig. 4 shows the relationship between the press-load during the processing and Vickers hardness measured at the processed surface (rubbing speed 80 m/min, feeding rate 0.05 mm/rev). The hardness of processed surface showed a drastic increase with an increase in the press-load, followed by a saturation trend after press-load of 600 N. Fig. 5 shows OM micrographs of sub-surface layer (press-loads: 220 and 1130 N) observed along the longitudinal direction. A lamella structure was formed at sub-surface layer of the specimen processed under press-load of 220 N. The closer the specimen surface, the finer the lamella thickness. A surface layer with 6-μm-thickness which has corrosion resistance was formed in the specimen processed by the press-load of 1130 N, showing a different microstructure from the lamella. Fig. 6 shows SEM micrographs of sub-surface layer corresponding to OM micrographs in Fig. 5. Ultrafine grained (UFG) microstructure with nano- to submicron-order sizes was formed at the sub-surface layer. The thickness of UFG layer tended to increase with an increase in the press-load. Fig. 7 shows the value of Vickers hardness as a function of distance from the specimen surface at the press-loads of 220 and 1130 N. The surface hardness for 1130 N reached H_V = 800 which was nearly equivalent to the hardness of a quenched 0.45% carbon steel. The hardness value showed a sharp drop with increasing depth from the surface up to 50 μm, followed by a gradual decreasing trend. The hardness for 1130 N was larger than that for 220 MPa at the same distance from the surface below 250 μm. In addition, the hardness at 350 μm from the surface was H_V = 200 which was close to the H_V-value of annealed matrix (H_V = 168).

Fig. 4 The relationship between Vickers hardness value of processed surface and the press-load

(a): Press load 220N
(b): Press load 1130N

Fig. 5 OM micrographs of sub-surface layer (longitudinal section) for the specimen processed by CR-Tech

(a): Press load 220N
(b): Press load 1130N

Fig. 6 SEM micrographs of sub-surface layer (longitudinal section) for the specimen processed by CR-Tech.

(a): Press load 220N
(b): Press load 1130N

Fig. 7 Vickers hardness value, H_V, as a function distance from the specimen surface

Fig. 8 shows the surface roughness, arithmetic mean of vertical deviation from mean line (Ra) and average maximum peak-to-valley height (Rz), for the specimens finished by various processes. In the figure, a mark (a), (b), (c) and (d) corresponds to the surface finished by lathe machining, CR-Tech, CR-Tech with two-step press-load (600 to 150 N) and emery paper with #1000, respectively. The Rz value for the surface...
finished by the CR-Tech with the press-load of 1130 N was nearly equivalent to that by lathe machining. Regarding the roughness on the CR-Tech, the Rz value decreased with a decrease in the press-load, whereas the decreasing press-load made the surface hardness drop. To finish the smooth surface with a high hardness, the processing by CR-Tech was repeated with the first press-load of 600 and the second one 150 N. The first processing was conducted for forming hard surface layer and the second one was for making smoother surface. Indeed, a drastic drop in the surface roughness after the second processing was recognized (comparison of (b) and (c) in Fig. 8). The surface states after the first and second processing were compared in Fig. 9, showing the smoother surface after the second processing.

![Fig. 9 Surface states processed by the CR-Tech with two-step press-load: (a) after the first processing (press-load: 600 N); (b) after the second processing (press-load: 150 N).](image)

Fig. 8 Surface roughness Ra, Rz. Mark (a), (b), (c) and (d) indicates the lathe machining, CR-Tech, CR-Tech with two-step press-load (600N → 150N) and finish with #1000 emery paper, respectively

Fig 10 shows S–N plots of the data collected for the specimens finished by emery paper and the CR-Tech with two-step press-load. The fatigue limit stress of the specimen finished with #1000 emery paper was 270MPa (σw ≈ 1.6 Hv). After the processing by the CR-Tech, it was enhanced to 390 MPa which was 1.23 times higher than the lower yield stress of the base material, leading to a 1.44 times higher fatigue-limit stress of the specimen finished with #1000 emery paper.

![Fig. 10 Fatigue endurance (S-N) diagram of annealed 0.45% C steel smooth specimens finished by emery paper and the CR-Tech with two-step press-load.](image)

Figure 11 shows the distribution of Vickers hardness beneath the surface processed by the CR-Tech with two-step press-load. The surface hardness was Hv = 760, which was 4.5 times larger than that of non-processed surface. However, the hardness toward inside the specimen showed a sharp drop and it reached Hv = 200 at 300 μm beneath the surface. The thickness of UFG layer was about 4 μm. Meanwhile, the stress caused by rotating-bending loading has a linear decreasing trend toward inside the specimen. On the condition that the specimen surface was subjected to σa = 390 MPa which was equivalent to the
fatigue limit stress value for the specimens processed by CR-Tech with two-step press-load, the actual applied stress values at 0.3 to 0.8 mm beneath the surface exceeded the fatigue limit stress calculated by a well-known empirical rule, $\sigma_w = 1.6$ HV. However, the specimen endured $10^8$ repetitions of $\sigma_a = 390$ MPa. This estimation leads to the initiation of internal cracks and subsequent propagation and stop-propagation.

![Graph](image1.png)

**Fig. 11** Vickers hardness distribution as a function of the distance from the surface for the specimen processed by the CR-Tech with two-step press-load. A double head arrow indicates the range that the actual applied stress $\sigma_a$ exceeds the fatigue limit stress calculated by the empirical rule, $\sigma_w \approx 1.6$HV

Figure 12 shows the fracture surface of the specimen processed by the CR-Tech with two-step press-load. The specimen endured $10^8$ repetitions of fatigue limit stress and was fractured under the repetitions of subsequent overstress. Three fish-eyes formed under the fatigue-limit stressing were observed, indicating an enhanced fatigue resistance in the surface layer produced by the CR-Tech.

![Image](image2.png)

**Fig. 12** Overview of the fracture surface of the specimen processed by the CR-Tech with two-step press-load. The specimen endured $10^8$ repetitions of fatigue limit stress and was fractured under subsequent overstress.

To study the coaxing effect, the specimen which endured $1.5 \times 10^7$ repetitions of fatigue limit stress (390 MPa) was re-fatigued with a 10 MPa increased stress amplitude ($\sigma_a = 400$ MPa). After the specimen endured for the $10^7$ repetitions of $\sigma_a = 400$ MPa, the stress amplitude was increased again by 10 MPa and

---
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the fatigue tests were continued as the same manner up to the fracture of the specimen. Fig.13 shows an enhancement of fatigue strength as the result of a stepwise increase in applied stress amplitude. The coaxing effect was clearly observed, showing the increased strength of sub-surface layer produced by the CR-Tech with two-step press-load. The internal cracks initiated in the sub-surface layer were likely to stop propagating because of an enhanced fatigue resistance in the sub-surface layer.

![Graph showing fatigue strength vs. number of cycles to failure]

**Fig. 13** Increased fatigue strength caused by the coaxing effect.

### 4 CONCLUSIONS

The main findings of this study can be summarized as follows:

1. To form a smoother surface with a high hardness, the CR-Tech with two-step press-load was developed. Sub-surface layer with UFG microstructure was formed after the CR-Tec processing. The Vickers hardness value at the surface was 760 (4.5 times of base material) and the Ra value was 0.3 μm.

2. The fatigue limit stress of the processed specimens was 390 MPa which was 1.44 times of that of smooth specimens finished by 1000-grade emery paper.

3. On the processed specimen which endured 10⁸ repetitions of fatigue limit stress, three fish-eye patterns were left in the sub-surface layer of the specimen fractured under subsequent overstressing. The coaxing effect occurred for the specimens that were subjected to a large number of repetitions of fatigue limit stress. This indicates that the internal cracks initiated under fatigue limit stress stopped to propagate because of enhanced fatigue resistance in the sub-surface layer.
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LOADING FREQUENCIES EFFECTS ON THE OXIDE-INDUCED CRACK CLOSURE IN EXTREMELY LOW STRESS INTENSITY FACTOR RANGE
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Abstract: In order to investigate the effect of loading frequency on oxide-induced crack closure in an extremely low stress intensity factor range, ΔK decreasing tests under a stress ratio of 0.1 and loading frequencies of 20 Hz, 10 Hz, 5 Hz and 3 Hz were carried out, respectively. The following results were obtained: a) In case of Cr-Mo steel, oxide films were observed at the near threshold macroscopic fracture surface at 20 Hz and 10 Hz, but not observed at 5 Hz and 3 Hz. b) The EDX analysis on the microscopic fracture surface at both 5 Hz and 3 Hz showed that no oxide was detected in the threshold area. c) It is noted that the ΔKth values were 7.1 MPa√m at 20 Hz, 5.0 MPa√m at 10 Hz and 4.6 MPa√m at 5 Hz and 3 Hz, respectively. In the range of 20 Hz to 5 Hz, the threshold showed a tendency to decrease with the loading frequency due to the decrease of oxide-induced crack closure. On the other hand, the values became constant with frequencies smaller than 5 Hz, because there were no oxides in this range. d) In the case of low carbon steel and cast iron, similarly to Cr-Mo steel, no clear oxides were observed in the macroscopic fracture surface tested under 5 Hz. e) It is concluded from the above results that the oxide-induced crack closure would disappear under a low frequency condition.

Keywords: Fatigue, Near-Threshold Crack Growth Characteristics, Oxide-induced Crack Closure, Load Frequency, Steel.

1 INTRODUCTION

Ensuring the safety of mechanical structures is one of the most important engineering themes in the world. Almost all structures exposed to long-term fluctuating loads are known to become damaged due to fatigue. Therefore, it is essential to study the phenomena and take measures against fatigue fracture. Although there are many ways to study fatigue phenomena, it is essential to investigate the fatigue crack growth characteristics, especially those near threshold characteristics from the view point of the life of the structures.

In the case of low stress ratio (R = Kmin/Kmax), it is well known that some crack closures, such as plasticity-induced crack closure [1,2], roughness-induced crack closure [3] and oxide-induced crack closure [2,4,5], affect fatigue crack growth characteristics and thresholds, because, in an extremely low stress intensity factor range (ΔK), minimum load becomes lower than the crack opening load. In most instances of steels, the effect of oxide-induced crack closure is dominant due to fretting oxide films [2,4,5]. Past research has shown that the effect of the closure depends on the humidity of the environment [2], specimen width [6], and loading frequency (f) [7].

Though almost all past research stood on the hypothesis that fretting oxide films appear in all cases with low R in the air, there is doubt as to whether or not the appearance of oxide films is inevitable in all cases. For example, in the result, one of the authors carried out a test with a Cr-Mo Steel 12.7 mm CT specimen under R = 0.1 and f = 5 Hz, and no oxide films were observed in the near threshold macroscopic fracture surface [8]. In the result of the same specimen tested under R = 0.05 and f = 50 Hz, Ritchie et al reported that clear oxide films were observed in the fracture surface [4]. So, these results suggest there is a possibility of fretting oxide-less conditions with a low loading frequency, if fracture surfaces smash each other under low loading ratio.

However, the studies were only fragmentary. Therefore, it is meaningful to reveal the oxide-less load frequencies of steels and cast irons systematically to devise a new testing method or verify the hypothesis of past research. Then, in this study, ΔK-decreasing tests of low alloy steel, low carbon steel and cast iron were carried under 4 different load frequency conditions, and the oxide-less load frequencies of these were investigated systematically.

153
2 EXPERIMENTAL PROCEDURE

Specimen. The materials used in this study were Cr-Mo steel JIS-SCM440, low carbon steel JIS-S50C and cast iron. Tables 1 and 2 show the chemical composition and mechanical properties. Fig. 1 shows the microstructures.

Testing. In order to investigate the loading frequency effects on oxide-induced crack closure, \( \Delta K \) decreasing tests based on ASTM standard E647-00 [9] were carried out. Testing conditions were as follows, \( R = 0.1, f = 20 \text{ Hz}, 10 \text{ Hz}, 5 \text{ Hz} \) and \( 3 \text{ Hz} \) (sine wave).

EDX analysis. After the test, to investigate oxide films in the fracture surface, EDX analyses were carried out. To analyse the fracture surface, the specimen was cut carefully, soaked in liquid nitrogen and broken in the load direction.

Table 1 Chemical Compositions [mass.%]

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Cu</th>
<th>Ni</th>
<th>Cr</th>
<th>Mo</th>
<th>V</th>
<th>Sb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr-Mo Steel (JIS-SCM440)</td>
<td>0.38</td>
<td>0.18</td>
<td>0.64</td>
<td>0.014</td>
<td>0.002</td>
<td>0.12</td>
<td>0.07</td>
<td>1.04</td>
<td>0.15</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>Low Carbon Steel (JIS-S50C)</td>
<td>0.48</td>
<td>0.18</td>
<td>0.63</td>
<td>0.014</td>
<td>0.01</td>
<td>0.14</td>
<td>0.05</td>
<td>0.06</td>
<td>0.02</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>Cast Iron</td>
<td>3.51</td>
<td>2.32</td>
<td>0.71</td>
<td>0.052</td>
<td>0.085</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.023</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2 Mechanical Properties

<table>
<thead>
<tr>
<th></th>
<th>Yield strength [MPa]</th>
<th>Tensile strength [MPa]</th>
<th>Elongation [%]</th>
<th>Reduction of area [%]</th>
<th>Vickers hardness**</th>
<th>Brinell hardness***</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr-Mo Steel (JIS-SCM440)</td>
<td>1232*</td>
<td>1365</td>
<td>11.7</td>
<td>32.0</td>
<td>437</td>
<td>-</td>
</tr>
<tr>
<td>Low Carbon Steel (JIS-S50C)</td>
<td>353</td>
<td>681</td>
<td>33.6</td>
<td>12.6</td>
<td>195</td>
<td>-</td>
</tr>
<tr>
<td>Cast Iron</td>
<td>172*</td>
<td>204</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>173</td>
</tr>
</tbody>
</table>

*0.2% proof stress  
**Force 2 [kgf] Time 30 [sec]  
***Force 735 [kgf] Ø 5 [mm]

3 RESULTS

Macroscopic fracture surface. Fig. 2 shows the macroscopic fracture surface. In the case of Cr-Mo steel, clear oxide films were observed in the near threshold macroscopic fracture surface at 20 Hz. In addition, at 10 Hz, oxide film-like dots were observed at the center of the fracture surface. However, no oxide films were observed at both 5 Hz and 3 Hz. In the case of low carbon steel and cast iron, similarly to Cr-Mo Steel, no oxide films were observed in the fracture surface at 5 Hz.

EDX analysis. Fig. 3 shows the result of EDX analysis in the near threshold fracture surface. In the case of Cr-Mo steel, oxides were detected in the fracture surface at both 20 Hz and 10 Hz. However, no oxides were detected at both 5 Hz and 3 Hz. In the case of low carbon steel and cast iron, similarly to Cr-Mo steel, no oxides were detected at 5 Hz.
Fig. 2 Macroscopic Fracture Surfaces

Fig. 3 EDX Results (Spectors of Characteristic X-Ray on Near Threshold Fracture Surfaces)
Fatigue crack growth characteristics. Fig. 4 shows the relationship between fatigue crack growth rate (FCGR) and the stress intensity factor range (\( \Delta K \)) of Cr-Mo steel. In high \( \Delta K \), FCGR has no difference between each frequency. On the other hand, in near \( \Delta K_{th} \), FCGR approached zero at high \( \Delta K \) due to high loading frequency. \( \Delta K_{th} \) values were 7.1 MPa\( \sqrt{m} \) at 20 Hz, 5.0 MPa\( \sqrt{m} \) at 10 Hz and 4.6 MPa\( \sqrt{m} \) at 5 Hz and 3 Hz. In the range of 20 Hz to 5 Hz, the threshold values showed a tendency to decrease with the loading frequency due to the decrease of oxide-induced crack closure. On the other hand, the values became constant with frequencies smaller than 5 Hz, because there were no oxides in this range.

\[ \text{Fatigue crack growth rate, } \frac{d}{dN} \text{ vs. Stress Intensity Factor Ranges} \]

4 DISCUSSIONS

These results showed that the amount of oxide films decreased with the loading frequency, and the films disappeared at border frequencies. In the case of Cr-Mo steel, the border was 5 Hz. In the case of low carbon steel and cast iron, similarly to Cr-Mo steel, the border was approximately 5 Hz. In these terms, the mechanism of such phenomenon was discussed with fretting oxidation mechanism.

Fretting oxides are generated due to rubbing fracture surfaces. These results and past results showed that the amount of oxides increased with the roughness of fracture surfaces \( (R_{frac}) \) and loading frequencies \([7]\). At first, the effect of the roughness is considered. An increase in roughness means increasing sizes of micro mounts in the fracture surface. An increase in mounts causes the slip distance to increase along with the friction caused from when the fracture surfaces begin to contact until the crack is completely closed. The quantity of heat generated by friction is increased in proportion to the mechanical work of friction \( (W_{fric}) \) that is the product of friction force and slip distance, so, the increase of roughness increases the quantity of heat generated in one fatigue cycle \( (Q_{cycle}) \).

\[ Q_{cycle} = W_{fric} (\propto R_{frac}) \]  

(1)

In the case of the same material in the same fatigue condition, it is thought that the roughness is almost the same. Therefore, \( Q_{cycle} \) might be a material constant.

Then, the effect of loading frequency is considered. The quantity of heat generated in unit time \( (Q_{unit}) \) is the product of the quantity of heat generated in one fatigue cycle and loading frequency. Therefore, the increase of loading frequency increases the quantity of heat generated in unit time.

\[ Q_{unit} = Q_{cycle} \times f \]  

(2)

Consequently, the more the loading frequency increases, the more the quantity of heat generated in unit time will increase. Namely, the effect of the frequency is comprehended by the increase of oxides as a result of a rise in temperature at the near threshold crack front. Accordingly, excessive oxides, which were able to cause oxide-induced crack closure, were not generated because the crack front temperature was lower than the activation temperature for generating oxides due to low frequency.
From the above results, it is concluded that a critical loading frequency of fretting oxides, which might depend on the material parameters, exists and is ruled by the fracture surface roughness. This means that the theory of Stewart, Ritchie et al, namely that fretting oxide films inevitably appear at low loading ratios in air, is not always valid.

5 CONCLUSIONS

As a result of $\Delta K$ decreasing tests under $f = 20$ Hz, 10 Hz, 5 Hz and 3 Hz conditions, the following results were obtained:

a) In the case of Cr-Mo steel, clear oxide films were observed in the near threshold macroscopic fracture surface at both 20 Hz and 10 Hz, but not observed at both 5 Hz and 3 Hz.

b) The EDX analysis on the microscopic fracture surface at both 5 Hz and 3 Hz showed that no oxide was detected in the threshold area.

c) The $\Delta K_{th}$ values were 7.1 MPa$\sqrt{m}$ at 20 Hz, 5.0 MPa$\sqrt{m}$ at 10 Hz, and 4.6 MPa$\sqrt{m}$ at both 5 Hz and 3 Hz. In the range of 20 Hz to 5 Hz, the threshold showed a tendency to decrease with the loading frequency due to the decrease of oxide-induced crack closure. On the other hand, the value became constant with frequencies smaller than 5 Hz, because there were no oxides in this range.

d) In the case of low carbon steel and cast iron, no clear oxides were observed in the macroscopic fracture surface tested under 5 Hz.

It is concluded from the above results that oxide-induced crack closure would disappear under low frequency conditions. In the case of steel or cast iron, the critical loading frequency is approximately 5 Hz.
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FRETTING WEAR AND FRETTING CORROSION OF ELECTRICAL CONTACTS
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Abstract: A coating layer is usually used in electrical contacts to enhance performance, such as longer duration. Generally, the coating materials can be divided into two groups, namely noble and non-noble materials. In this paper, the wear and fretting behavior of the silver coating (noble material) and tin coating (non-noble material) is investigated. As a result, it has been discovered that different mechanisms are responsible for the failure of silver coated and tin coated electrical contacts: for silver coated samples, the fretting wear dominates the fretting behavior; but for tin coated ones, it is in the form of fretting corrosion. Moreover, the influence of the radius of spherical contacts, coating thickness and fretting frequency on the duration of the tin coated electrical contacts has been investigated. The results show that the correlation between the radius of spherical contacts and duration is a complex matter. This phenomenon can be perceived as a competition of fretting corrosion and the crush of generated oxide layer according to the Hertzian theory.

Keywords: Fretting wear; fretting corrosion; silver; tin; Hertzian theory

1 INTRODUCTION

In pluggable electrical connectors, fretting is one of the most common failure mechanisms leading to an increase of electrical resistance and a limitation of the lifetime of electrical contacts. In order to obtain a longer lifetime of electrical connectors, protective coating layers are usually applied. In general, there are two kinds of coating materials, namely noble materials and non-noble materials. The typically used noble and non-noble materials are silver and tin, respectively. It is important to investigate the fretting behavior of silver and tin coatings, for the purpose of providing a reliable protection.

For decades, the fretting of electrical contacts was intensely studied by many researchers. Antler [1] reviewed the contact fretting in electrical connectors, from the point of view of materials, mechanical, environmental and geometrical parameters, current, lubrication, transfer, wear and film formation. Bock and Whitley [2] studied the effects of electrical load, lubrication and differential thermal expansion on the fretting corrosion of commonly used non-noble materials in electrical contacts by analyzing the electrical resistance development and surface damage during fretting. Fouvry et al. [3, 4] focused on the electrical contact resistance endurance of coatings and transition from partial slip condition to gross slip condition. In [3], the transition amplitude of ±4 µm was found independent of the silver coating thickness, and the influence of silver coating thickness on the electrical contact endurance of thin silver coatings subjected to fretting wear was investigated. It was demonstrated that a threshold coating thickness should be achieved to obtain a long electrical endurance, where the silver removal is controlled by a progressive wear process according to Archard's wear equation. In [4], the electrical contact resistance endurance of different interfaces (Ag/Ag, Ag/Sn and Sn/Sn) was investigated, and it was concluded that the formation of abrasive oxides on tin layers accelerated the wear rate of the opposite silver layer, while the Ag/Sn interface followed a noble interface response pattern, in order to explain a paradox between quantitative and qualitative examinations of the heterogeneous interface. Lee et al. [5-7] illustrated the characterization methods of the electrical contact surfaces and investigated the influence of temperature, lubrication, fretting amplitude and frequency on the fretting corrosion behavior of the tin coating. However, the fretting behavior of tin coating is still not remains unclear, and our study presents some new phenomena.

In this paper, the fretting behaviors of silver and tin coatings are studied investigated and compared with each other by analyzing the development of electrical contact resistance, lifetime of contacts and the residual/removal coating thickness. Also, the influence of the radius of spherical contact, coating thickness
and fretting frequency on the lifetime of the tin coated electrical contacts is examined. Some new results have been found compared to previous studies and investigations.

2 MATERIALS AND EXPERIMENTAL SETUP

The sphere-plane configuration of the samples is shown in Fig. 1. Different radii of spherical contact can be set. The base material is bronze (CuSn4). The coating materials in this paper are silver and tin, and they are galvanically coated on the base material. The coating thickness is analyzed by XRF spectroscopy (X-ray fluorescence spectroscopy) from HELMUT FISCHER GmbH&Co.KG. The fretting behaviour of the samples was tested by wear and fretting corrosion measurements. The apparatus is shown in Fig. 2. The tests parameters of the measurements can range as follows [8]: amplitude from ±0.5 µm to ±150 µm, normal contact force from 1 N to 6 N, frequency between 0.1 and 10 Hz, and the test temperature from ambient temperature to 80 °C. During the measurements, the samples were slid against each other without lubrication. The tests can run until either a pre-set number of cycles or the electrical failure of the contacts (electrical contact resistance >300 mΩ). After the tests, the residual coating thickness is determined by XRF spectroscopy, and consequently the thickness of the removed coating can be calculated. The tests parameters and the information of the used samples are listed in Table 1.

![Fig. 1 Configuration of the samples](image1)

![Fig. 2 Apparatus of wear and fretting corrosion measurement](image2)

<table>
<thead>
<tr>
<th>Coating material</th>
<th>Silver</th>
<th>Tin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radius of spherical contact (mm)</td>
<td>1.5, 4.5</td>
<td>1.5, 4.5</td>
</tr>
<tr>
<td>Coating thickness (µm)</td>
<td>3, 6</td>
<td>1, 3</td>
</tr>
<tr>
<td>Frequency (Hz)</td>
<td>1</td>
<td>0.1, 1</td>
</tr>
<tr>
<td>Normal contact force (N)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Amplitude (µm)</td>
<td>±25</td>
<td></td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>20-22</td>
<td></td>
</tr>
</tbody>
</table>
3 RESULTS AND DISCUSSION

3.1 Fretting behavior of silver coated electrical contacts

3.1.1 Mechanism responsible for electrical failure of silver coated electrical contacts

In this section, the development of electrical contact resistant at silver coated contacts, the lifetime of the electrical contacts and the removed coating thickness during measurements are investigated, in order to characterize the fretting behavior of silver coated electrical contacts.

The contact resistance development of two silver contact pairs is illustrated in Fig. 3. The contact resistance can remain stable for a relatively large number of cycles, namely ca. 10,000 cycles. Since silver exhibits good resistance to oxidation, the electrical contact resistance should remain low before the wear through of silver coatings. After this, the fretting occurs at the base material, i.e. bronze. The base material is then oxidized, and the formation of an oxidation layer leads to the dramatic increase of electrical contact resistance, which results in electrical failure at around 20,000 cycles. This result corresponds to [10], where the wear curve and development of electrical contact resistance at silver coated contacts were shown: the electrical failure (ca. 75,000) takes place considerably later than the wear through of the silver coating (ca. 25,000).

In addition the residual/removed coating thickness (listed in Table 2) reflects the same fretting behavior. It is noticeable that the spherical part experiences more severe wear, which determines the wear through of silver coating. Thus, the study is focused on the spherical parts. The residual coating thickness of these parts is less than 0.2 µm. Considering the XRF spectroscopy measuring an average thickness value in an area and silver having an adhesion effect, the small amount of silver can be the wear debris in the contact zone. The removed silver coating thickness is ca. 3 µm. The wear through of the silver coating can be expected, since the nominal coating thickness is 3 µm.

Based on the aforementioned, the fretting behaviour of silver coating is mainly in the form of fretting wear. The electrical contact resistance can remain stable and low, when the silver coating provides a full protection before wear-through. After this, the base material participates in the wear process, and the oxides will be generated and accumulated, which leads to the electrical failure.

![Development of electrical contact resistance at silver coated samples](image)

**Table 2** Removed thickness of silver coatings and lifetime of contacts

<table>
<thead>
<tr>
<th></th>
<th>Contact 1</th>
<th>Contact 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sphere</td>
<td>Plane</td>
</tr>
<tr>
<td>Coating material</td>
<td>Ag</td>
<td>Ag</td>
</tr>
<tr>
<td>Initial coating thickness (µm)</td>
<td>3.12</td>
<td>3.06</td>
</tr>
<tr>
<td>Residual coating thickness (µm)</td>
<td>0.11</td>
<td>1.47</td>
</tr>
<tr>
<td>Removed thickness (µm)</td>
<td>3.01</td>
<td>1.59</td>
</tr>
<tr>
<td>Lifetime of contacts (number of cycles)</td>
<td>19252</td>
<td>22429</td>
</tr>
</tbody>
</table>
3.1.2 Influence of radius of spherical contact on the lifetime of the silver coated contacts

The development of contact resistance of contacts with different radii at the spherical contact (1.5 and 4.5 mm) is shown in Fig. 4. The silver coating thickness is 6 µm. The contacts with a larger radius at the spherical parts have a longer lifetime. The wear is reflected by pv factor (p is contact pressure and v is velocity). The radial wear is proportional to pv [11]. In this paper, velocity and normal force are constant values, and thus the correlation between radial wear and radius of spherical contact according to Hertzian theory [12] is as follows:

\[ W_r \propto p \propto \frac{1}{A} \]  \hspace{1cm} (1)

\[ A \propto a^2 \propto R^2 \]  \hspace{1cm} (2)

where, \( W_r \) is radial wear, \( p \) is pressure, \( A \) is contact area, \( a \) is radius of contact area and \( R \) is the radius of spherical contact.

In this way, the radial wear is more severe and the lifetime of the electrical contacts is shorter, when the radius of spherical contact is smaller.

![Fig. 4](image)

**Fig. 4** The development of contact resistance of contacts with different radius radii at spherical contact

3.2 Fretting behavior of the tin coated electrical contacts

3.2.1 Mechanism responsible for electrical failure of tin coated electrical contacts

The contact resistance development of three tin contact pairs is shown in Fig. 5. The contact resistance increases much faster, compared to the silver coated contacts (Fig. 3), and there is only a short duration of stable contact resistance (< 200 cycles). The electrical contact resistance then increases gradually, which implies the formation of oxides as products of fretting corrosion. Finally, the electrical contact resistance increases significantly, because of the accumulation of the oxides, and electrical contacts fail at around 1000 cycles.

The residual coating thickness of the first two contacts is analyzed and listed in Table 3, since they show the upper and lower bounds of the failure cycles. In comparison with the silver coated samples, firstly, more coating material remains on spherical parts after the electrical failure and the coating layer is not worn through; secondly, the removal coating thickness on spherical and plane parts is similar. These phenomena demonstrate that the oxidation caused by fretting corrosion occurs at every fretting cycle. Abundant fretting corrosion products are generated to block the current path and increase the electrical contact resistance, before the wear through of the tin coating. The hard oxides have a strong abrasive effect to scratch the coating materials on both sides, leading to a similar removed coating thickness.

In this way, the fretting behavior of tin coating is dominated by the fretting corrosion. The oxidation of coating material due to fretting corrosion can lead to the electrical failure of the contacts. This failure can occur before the wear through of the coating material.
Fig. 5  Development of electrical contact resistance at tin coated samples

Table 3  Removed thickness of tin coating and lifetime of contacts

<table>
<thead>
<tr>
<th></th>
<th>Contact 1</th>
<th>Contact 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sphere</td>
<td>Plane</td>
</tr>
<tr>
<td>Coating material</td>
<td>Sn</td>
<td>Sn</td>
</tr>
<tr>
<td>Initial coating thickness (µm)</td>
<td>3.28</td>
<td>3.25</td>
</tr>
<tr>
<td>Residual coating thickness (µm)</td>
<td>0.82</td>
<td>1.11</td>
</tr>
<tr>
<td>Removed thickness (µm)</td>
<td>2.46</td>
<td>2.14</td>
</tr>
<tr>
<td>Lifetime of contacts</td>
<td>1089</td>
<td>973</td>
</tr>
</tbody>
</table>

3.2.2 Influence of coating thickness on the lifetime of the tin coated electrical contacts

The development of contact resistance of different tin coating thicknesses (1 and 3 µm) with regard to the samples of radius 4.5 mm at spherical contact is illustrated in Fig. 6. It is found that the lifetime of the electrical contact has an inverse correlation with the tin coating thickness, which means the thinner the tin coating, the longer the lifetime of the electrical contacts. This tendency is in contrast to the correlation between lifetime and silver coating thickness that thicker silver coating guarantees a longer lifetime (shown in Fig. 3 and Fig. 4). A possible explanation is that a thin tin coating of 1 µm is easily worn through, and the base material bronze participates in the fretting. The fretting corrosion of bronze is slower than that of tin, inferred by the fact that the electronegativity of tin is higher than that of copper [13]. The participation of bronze can delay the generation and accumulation of oxides.

Fig. 6  The development of contact resistance of samples with different tin coating thickness
3.2.3 Influence of radius of spherical contact on the lifetime of the tin coated contacts

The development of contact resistance of different radii of spherical contact (1.5 and 4.5 mm) with regard to the samples of 3 µm tin coating thickness is illustrated in Fig. 7. The contacts with smaller radii of spherical contact achieve a longer lifetime, which is in opposition to the knowledge of larger radius samples which can slide more easily under the partial slip condition and thus have a longer lifetime. To explain this opposition, the Hertzian theory [12] should be used. The maximum contact pressure of the sphere-plane configuration can be calculated according to Hertzian theory as:

\[ p_{\text{max}} = \frac{3}{\pi} \sqrt{\frac{3F \cdot E}{2R^2 \cdot (1-v^2)}} \]  

(3)

where F is normal contact force, E is elastic module, R is radius of spherical contact and v is Poison’s ratio.

At the smaller radius contacts, a higher maximum contact pressure can be expected, which assists the crushing of the newly formed thin oxide film. It can slow down the accumulation of the oxides produced by fretting corrosion, and prolong the lifetime of the electrical contacts.

![Fig. 7](image)

**Fig. 7** The development of contact resistance of samples with different radius of spherical contact

3.2.4 Influence of fretting frequency on the lifetime of the tin coated electrical contacts

The influence of fretting frequency on the evolution of electrical contact resistance is illustrated in Fig. 8. The increase of frequency leads to a longer lifetime of the electrical contacts. This tendency also correlates to the results in [14]. The reason for this phenomenon is that the tin coating surfaces of the contacts have a shorter amount of time to react with oxygen, when the fretting frequency is high. This suppresses the generation of oxides, and consequently prolongs the lifetime of the electrical contacts.

![Fig. 8](image)

**Fig. 8** The development of contact resistance of samples fretted under different fretting frequency
4 CONCLUSIONS

In this paper, various fretting behaviors of silver and tin coated electrical contacts are investigated and compared by analyzing the development of electrical contact resistance, lifetime of the electrical contacts and the residual/removed coating thickness with the assistance of the wear and fretting corrosion measurements. Moreover, a close study of the influence of radii of spherical contact, coating thickness and fretting frequency on the duration of the tin coated electrical contacts is conducted. The main conclusions are as follows:

- The dominating fretting mechanism of silver coated contacts is fretting wear of the silver coating. The spherical parts experience a more severe fretting wear compared to the plane parts. The oxides are initially generated after the wear through of the silver coating on the spherical parts by fretting corrosion of the base material bronze.

- The dominating fretting mechanism of the tin coated contacts is fretting corrosion. The oxides are generated at the beginning of the sliding phase. The fretting corrosion of tin coating materials can lead to electrical failure, before the wear through of the coating. The removed coating thickness of spherical and plane parts, according to the measurements, is similar.

- With a thicker silver coating, a longer lifetime of electrical contacts can be guaranteed. However, with a thinner tin coating, it is possible to obtain a longer lifetime of electrical contacts. The reason may be the participation of the base material bronze in the fretting process of tin coating.

- The silver coated contacts underpin the traditional knowledge that the samples with larger radii at the spherical contact have electrical contacts with a longer lifetime, because the wear is proportional to pressure and thus inversely proportional to the radius of spherical contact. In contrast, an opposite tendency is found with regard to tin coated contacts that samples with smaller radius at the spherical contact can achieve electrical contacts with a longer lifetime of the. This phenomenon can be recognized as a competition of fretting corrosion and the crush of generated oxide layer according to the Hertzian theory.

- The increase of fretting frequency assists in prolonging the lifetime of the electrical contacts. This correlates with the results of a previous work and results from the short reaction time with oxygen at the tin coating surface, when the fretting frequency is high.

5 FUTURE WORK

It is intended to carry out a more systematic investigation, by examining the phenomena presented in this paper under various normal force conditions and comparing them in detail to previous research. Based on the understanding of fretting phenomena, models for the forecasting of fretting behavior can be developed. The wear process of silver coating contacts can be interpreted by the correlation of wear depth and sliding distance according to Archard’s equation.
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Analyzing the intensity of singular stress field for bonded cylinder under bending load
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Abstract: In this study, the stress field at the interface corner edge of a bonded cylinder under bending is discussed by comparing with that under tension. Asymptotic description of the stress field under the bending consists of the singular stress term and the non-singular stress term as well as that under the tension. The similarity relation between the singular stresses under the tension and the bending is confirmed by performing 3D FE analyses on the bonded cylinders under the tension and the bending which are subdivided by the same mesh pattern. The method for accurately and easily calculating the intensity of the singular stress field for the bonded cylinder under the bending is proposed. Then, the debonding fracture criterion is examined in terms of the intensity of the singular stress appearing at the corner of the cylindrical butt joint by using the previous results of four-point bending experiments.
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1 INTRODUCTION

The cylindrical butt joints are often adopted in the experimental tests. However, much less attention has been given to the analysis of the intensity of the singular stress field for such specimens. It is well known that the asymptotic solution of the bonded cylinder is similar to that of the bonded plate in plane strain condition. The bonded cylinder and the bonded plate have the same order of the stress singularity. On the other hand, the special stress concentration occurs at the interface corner edge of the axisymmetric bonded structures, and the non-singular term is included in the asymptotic solution of the bonded cylinder [1]. The asymptotic solutions of the bonded cylinder and the bonded plate are not completely same.

The authors proposed the method for accurately and easily calculating the intensity of the singular stress field for the bonded cylinder under the tension [2]. In this paper, the method is extended so that the intensity of the singular stress field for the bonded cylinder under the bending can be calculated. Because the method is based on the similarity of the stress field, it is necessary to discuss the similarity of the singular stress field between the bonded cylinders under the tension and the bending. FE analyses are performed on the bonded cylinders under tension (Fig. 1) and the bending (Fig. 2) which are subdivided by the same mesh pattern, and the differences between them are clarified from the results. Then, the method for accurately calculating the intensity of the singular stress field for the bonded cylinder under bending is proposed. Then, the practicability of the method is examined using the four-point bending test results of the cylindrical butt joints [3].

2 FE ANALYSIS

The schematic illustrations of the bonded cylinders under the tension and the bending are shown in Figs. 1 and 2, respectively. L = W = 2a is set at the models. Table 1 shows Young's modulus $E_m$, Poisson's ratio $\nu_m$, Dundurs' parameters ($\alpha$, $\beta$) [4] and order of stress singularity, $\lambda$, where the subscript m differentiates the materials 1 and 2. The ($\alpha$, $\beta$) are defined as [4]:

$$\alpha = \frac{G_1(\kappa_2 + 1) - G_2(\kappa_1 + 1)}{G_1(\kappa_2 + 1) + G_2(\kappa_1 + 1)} \quad \beta = \frac{G_1(\kappa_2 - 1) - G_2(\kappa_1 - 1)}{G_1(\kappa_2 + 1) + G_2(\kappa_1 + 1)}$$

(1)

where $\kappa_m = 3 - 4 \nu_m$. Then, $\lambda$ value is obtained by solving the following eigenvalue equation [2].
\[
\left[\sin^2\left(\frac{\pi}{2}\lambda\right) - \lambda^2\right]^2 \beta^2 + 2\lambda^2 \left[\sin^2\left(\frac{\pi}{2}\lambda\right) - \lambda^2\right] \alpha \beta + \lambda^2 (\lambda^2 - 1) \alpha^2 + \frac{\sin^2(\pi \lambda)}{4} = 0
\]  

In this analysis, the commercial FEM code MSC Marc 2008 R1 is used. The linear elastic analyses are performed on the bonded cylinder as shown in Figs. 1 and 2. Figure 3 shows the schematic illustration of the FE mesh pattern. The same FE mesh patterns are used in all analyses. The 8-node hexahedral element and the 6-node pentahedral element are used. In order to confirm the mesh dependence of the solution, the FE analyses are performed on the coarse mesh and the fine mesh. The minimum element sizes are \(e_0/a = 7.8142 \times 10^{-5}\) for the coarse mesh and \(3.9041 \times 10^{-5}\) for the fine mesh.

**Table 1** Dundurs’ parameters (\(\alpha, \beta\)) and order of stress singularity, \(\lambda\)

<table>
<thead>
<tr>
<th>Material 1</th>
<th>(E_1)</th>
<th>(\nu_1)</th>
<th>Material 2</th>
<th>(E_2)</th>
<th>(\nu_2)</th>
<th>Dundurs’ parameter</th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>Order of stress singularity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>0.2555</td>
<td>0.1138</td>
<td>0.2066</td>
<td>0.8</td>
<td>0.3</td>
<td>0.8655</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 1** Bonded cylinder under tension  
**Fig. 2** Bonded cylinder under bending

The stresses and strains in the materials 1 and 2 are averaged. The circumferential strains \(\varepsilon_{\theta,\text{FEM}}\) and \(\varepsilon_{\theta,\text{FEM}}\) are calculated accurately independent of the mesh pattern.

Tables 2 and 3 shows the stress components and the strain components of the bonded cylinders under the tension and the bending, respectively. The stresses and the strains, \((\sigma_{r0,\text{FEM}}, \tau_{r0,\text{FEM}}, \varepsilon_{r0,\text{FEM}}, \varepsilon_{\theta0,\text{FEM}})\) and \((\sigma_{b0,\text{FEM}}, \tau_{b0,\text{FEM}}, \varepsilon_{b0,\text{FEM}}, \varepsilon_{b0,\text{FEM}})\), have to become continuous at the interface. However, in the FE analysis, the stresses and strains in the material 1 do not correspond with those in the material 2 because of the stress singularity. In this paper, those stresses and strains in the materials 1 and 2 are averaged. The circumferential strains \(\varepsilon_{\theta0,\text{FEM}}\) and \(\varepsilon_{\theta0,\text{FEM}}\) are calculated accurately independent of the mesh pattern.
\[ \sigma = \tau = (K_\sigma) \nu = \delta + (K_\nu) \delta = 0 \]

The stresses on the interface in the vicinity of the corner edge of the bonded cylinder, \( \sigma_j \) (\( j = r, z, \theta \)) and \( \tau_{r\theta} \), are described as [1, 2]:

\[ \sigma_j = \frac{K_{\sigma_j}}{R^{1-\lambda}} + \bar{\sigma}_j, \tau_{r\theta} = \frac{K_{\tau_{r\theta}}}{R^{1-\lambda}} + \bar{\tau}_{r\theta} \] \hspace{1cm} (3)

3. A MESH INDEPENDENCE TECHNIQUE

The stress ratios are also shown in Table 4. The \( \sigma_{r0,FM}/\sigma_{r0,FM}^T \) and \( \tau_{r\theta0,FM}/\tau_{r\theta0,FM}^T \) correspond to 0.878. However, the other ratios \( \sigma_{\theta0,FM}/\sigma_{\theta0,FM}^T \) and \( \sigma_{r0,FM}/\sigma_{r0,FM}^T \) do not correspond to 0.878.

The stresses on the interface in the vicinity of the corner edge of the bonded cylinder, \( \sigma_j \) (\( j = r, z, \theta \)) and \( \tau_{r\theta} \), are described as [1, 2]:

\[ \sigma_j = \frac{K_{\sigma_j}}{R^{1-\lambda}} + \bar{\sigma}_j, \tau_{r\theta} = \frac{K_{\tau_{r\theta}}}{R^{1-\lambda}} + \bar{\tau}_{r\theta} \] \hspace{1cm} (3)

From the interfacial continuity conditions for the stress and the displacement and the stress-free condition, the non-singular stresses at the interface corner edge, \( \bar{\sigma}_j \) and \( \bar{\tau}_{r\theta} \), are derived as follows [1, 2].

\[ (\bar{\sigma}_r) = (\bar{\sigma}_r)^2 = (\bar{\tau}_{r\theta}) = (\bar{\tau}_{r\theta})^2 = 0 \] \hspace{1cm} (4)

\[ (\bar{\sigma}_z) = (\bar{\sigma}_z)^2 = -\frac{(v_1 - v_2)v_1E_1}{(1 + v_1)v_1E_2 - (1 + v_2)v_2E_1}, \bar{\epsilon}_\theta \] \hspace{1cm} (5)

\[ (\bar{\sigma}_\theta) = \frac{(v_1 + v_2)(v_2E_1 - v_2E_2)E_1}{(1 + v_1)v_1E_2 - (1 + v_2)v_2E_1}, \bar{\epsilon}_\theta \] \hspace{1cm} (6)

\[ (\bar{\sigma}_\theta) = \frac{(v_1 + v_2)(v_2E_1 - v_2E_2)E_2}{(1 + v_1)v_1E_2 - (1 + v_2)v_2E_1}, \bar{\epsilon}_\theta \] \hspace{1cm} (7)

Table 5 shows the non-singular stresses which are obtained from Eqs. (4), (5), (6) and (7). Table 6 shows the ratios of the singular stresses at the interface corner edge of the bonded cylinder to those of the bonded plate. It is found that the ratios of the stresses are 0.878 independent of the element size \( \epsilon_0 \) in comparison with Table 4. Because the \( \sigma_{r0,FM} \) and \( \tau_{r\theta0,FM} \) do not have the non-singular stresses as like \( \bar{\sigma}_r = \bar{\tau}_{r\theta} = 0 \), the subtraction process is not necessary. When the \( \sigma_{\theta0,FM} \) and \( \tau_{r\theta0,FM} \) are used, the ratio of the intensity of the singular stress field can be calculated easily.

The intensities of the singular stress field for the bonded cylinder, \( K_{\sigma_j}^B \) and \( K_{\tau_{r\theta}}^B \), can be calculated from the relation \( K_{\sigma_j}^B / K_{\sigma_j}^T = K_{\sigma_j}^B / K_{\sigma_j}^T = K_{\tau_{r\theta}}^B / K_{\tau_{r\theta}}^T = 0.878 \). Table 7 shows the normalized intensities of the singular stress field, where \( F_{\sigma_j} \) and \( F_{\tau_{r\theta}} \) are defined as follows:

\[ F_{\sigma_j} = \frac{K_{\sigma_j}}{\sigma^T(2a)^{1-\lambda}}, F_{\tau_{r\theta}} = \frac{K_{\tau_{r\theta}}}{\sigma^T(2a)^{1-\lambda}} \] \hspace{1cm} (8)
The ratio of the \( \left( \sigma^B_{\text{FEM}} - \sigma^B_{20,\text{FEM}} \right) \) to the \( \left( \sigma^T_{20,\text{FEM}} - \sigma^T_{20,\text{FEM}} \right) \) at a certain distance \( R \) on the interface from the corner edge, \( \left( \sigma^C_{\text{FEM}} - \sigma^C_{20,\text{FEM}} \right) / \left( \sigma^T_{20,\text{FEM}} - \sigma^T_{20,\text{FEM}} \right) \), is shown in Table 8. Because the ratio is constant at 0.878 independent of the \( R \) and \( \varepsilon_0 \), it is confirmed that the intensity of the singular stress field is calculated accurately by using the following equation.

\[
\frac{K^B_{\sigma_2}}{K^T_{\sigma_2}} = \frac{\sigma^B_{20,\text{FEM}} - \sigma^B_{20,\text{FEM}}}{\sigma^T_{20,\text{FEM}} - \sigma^T_{20,\text{FEM}}}
\]  

(9)

Equation (9) is valid to the other stress components. Moreover, because the special conditions are not used in the derivation of the non-singular stresses, the present method is applicable to the cylindrical butt joint. Especially, because the intensity of the singular stress field for the cylindrical butt joint which is used as the standard specimen can be determined easily and accurately, the present method will enable the engineers and the researchers to evaluate the debonding strength easily and conveniently.

**Table 5** Non-singular stress

<table>
<thead>
<tr>
<th>Mesh</th>
<th>( \sigma^T_{20,\text{FEM}} )</th>
<th>( \sigma^B_{20,\text{FEM}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>-0.01363</td>
<td>-0.5239</td>
</tr>
<tr>
<td>Fine</td>
<td>-0.01368</td>
<td>-0.5257</td>
</tr>
</tbody>
</table>

**Table 6** The ratio of the singular stresses of material 1

<table>
<thead>
<tr>
<th>Mesh</th>
<th>( \frac{\sigma^B_{\text{FEM}} - \sigma^B_{20,\text{FEM}}}{\sigma^T_{\text{FEM}} - \sigma^T_{20,\text{FEM}}} )</th>
<th>( \frac{\sigma^B_{20,\text{FEM}} - \sigma^B_{20,\text{FEM}}}{\sigma^T_{20,\text{FEM}} - \sigma^T_{20,\text{FEM}}} )</th>
<th>( \frac{\sigma^B_{80,\text{FEM}} - \sigma^B_{80,\text{FEM}}}{\sigma^T_{80,\text{FEM}} - \sigma^T_{80,\text{FEM}}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse</td>
<td>0.8777</td>
<td>0.8775</td>
<td>0.8775</td>
</tr>
<tr>
<td>Fine</td>
<td>0.8776</td>
<td>0.8775</td>
<td>0.8776</td>
</tr>
</tbody>
</table>

**Table 7** Normalized intensities of the singular stress field

<table>
<thead>
<tr>
<th>Mat.</th>
<th>( F^T_{\sigma_{1r}} )</th>
<th>( F^T_{\sigma_{12}} )</th>
<th>( F^T_{\sigma_{20}} )</th>
<th>( F^T_{\sigma_{22}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.269</td>
<td>0.633</td>
<td>0.0929</td>
<td>0.0958</td>
</tr>
<tr>
<td>2</td>
<td>0.111</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mat.</th>
<th>( F^B_{\sigma_{1r}} )</th>
<th>( F^B_{\sigma_{12}} )</th>
<th>( F^B_{\sigma_{20}} )</th>
<th>( F^B_{\sigma_{22}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.239</td>
<td></td>
<td>0.0824</td>
<td>0.850</td>
</tr>
<tr>
<td>2</td>
<td>0.0985</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 8** Stress ratio on the interface, \( \left( \sigma^B_{20,\text{FEM}} - \sigma^B_{20,\text{FEM}} \right) / \left( \sigma^T_{20,\text{FEM}} - \sigma^T_{20,\text{FEM}} \right) \)

<table>
<thead>
<tr>
<th>( \varepsilon_0/a )</th>
<th>Coarse</th>
<th>Fine</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.878</td>
<td>0.878</td>
</tr>
<tr>
<td>1</td>
<td>0.878</td>
<td>0.878</td>
</tr>
<tr>
<td>2</td>
<td>0.878</td>
<td>0.878</td>
</tr>
<tr>
<td>3</td>
<td>0.878</td>
<td>0.878</td>
</tr>
</tbody>
</table>

**4 EVALUATION OF BENDING STRENGTH OF CYLINDRICAL BUTT JOINT**

In this section, the practicability of the method is mentioned using the four-point-bending test results of the hollow and solid cylindrical butt joints by Sawa and Aoki [3]. In the bending test by Sawa and Aoki, the hollow and solid cylindrical butt joints are used. The cylinders of the steel or Al alloy are butt-bonded by the epoxy resin adhesive. The adhesive thickness is 0.05 mm. Figure 3 shows the schematic illustration of the analysis models. In the present analysis, \( l = 30 \) mm, \( t = 0.05 \) mm, \( d = 30 \) mm, \( d_1 = 20 \) mm are set. Table 9 shows the material constants of the adhrend and adhesive. Table 10 shows the bending stress at the fracture, \( \sigma_c \).
Table 11 shows $\alpha$, $\beta$, and $\lambda$ values. Table 12 shows the critical intensity the singular stress field at the fracture, $K_{sc}$. When the same adherends are bonded, $K_{sc} = 1.24 \, \text{MPa} \cdot \text{m}^{0.313}$ for steel - steel and $K_{sc} = 1.70 \, \text{MPa} \cdot \text{m}^{0.279}$ for Al - Al. When the different adherends are bonded, the debonding fracture occurred at the corner edge of the interface between the Al alloy and the epoxy resin in the experiment; in this case, the $K_{sc}$ value was about $1.33 \, \text{MPa} \cdot \text{m}^{0.279}$. This value is smaller than $K_{sc} = 1.70 \, \text{MPa} \cdot \text{m}^{0.279}$ for the joint with the same adherends of the aluminum alloys. On the other hand, in the analysis, when it is supposed that the debonding fracture occurred at the corner edge of the interface between the steel and the epoxy resin, $K_{sc} = 1.40 \, \text{MPa} \cdot \text{m}^{0.313}$ is obtained. This value is close to $K_{sc} = 1.24 \, \text{MPa} \cdot \text{m}^{0.313}$ for the joint with the same adherends of the steels.

(a) Hollow type

(b) Solid type

Fig. 4 Analysis model

<table>
<thead>
<tr>
<th>Table 9 Material constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
</tr>
<tr>
<td>Steel</td>
</tr>
<tr>
<td>Al alloy</td>
</tr>
<tr>
<td>Epoxy resin</td>
</tr>
</tbody>
</table>

| Table 10 Bending stress at fracture, $\sigma_c$ |
|-----------------|-----------------|-----------------|
| Adherend | Hollow | Solid |
| Steel - Steel | 73.3 | 66.0 |
| Al - Al | 67.2 | 61.0 |
| Steel - Al | 58.5 | 53.9 |

<table>
<thead>
<tr>
<th>Table 11 $\alpha$, $\beta$, and $\lambda$ values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mat. Comb.</td>
</tr>
<tr>
<td>Steel - Epoxy</td>
</tr>
<tr>
<td>Al - Epoxy</td>
</tr>
</tbody>
</table>

| Table 12 Critical intensity of singular stress field, $K_{sc}$ |
|-----------------|-----------------|-----------------|-----------------|
| Adherend | Hollow [MPa m$^{1/2}$] | Solid [MPa m$^{1/2}$] | Ave. [MPa m$^{1/2}$] |
| Steel - Steel | 1.31 | 1.17 | 1.24 |
| Al - Al | 1.78 | 1.62 | 1.70 |
| Steel - Steel | 1.45 | 1.35 | 1.40 |
| Al | 1.38 | 1.25 | 1.33 |
5 CONCLUSIONS

In this paper, the method for accurately calculating the intensity of the singular stress field for the bonded cylinder under bending was proposed. The following conclusion can be drawn.

1. The circumferential strain at the interface corner edge, $\varepsilon_{\theta_0}$, is not influenced by the stress singularity and can be calculated accurately by FEM.

2. The mesh-independence technique is applicable to the bonded cylinder and the cylindrical butt joints through the subtraction process of the non-singular stress. The stress-free boundary condition causes the non-singular stresses $\tilde{\sigma}_{r0,FEM} = \tilde{\tau}_{rz0,FEM} = 0$. When the radial stress $\sigma_{r0,FEM}$ or the shear stress $\tau_{rz0,FEM}$ are used, the intensity of the singular stress field can be calculated easily without the subtraction process.

3. The practicability of the method was examined using the four-point bending test results of the hollow and solid cylindrical butt joints.
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Abstract: Flexural strengthening of Reinforced Concrete (RC) beams with externally bonded Fiber Reinforced Polymers (FRP) under monotonic loading has been documented in numerous studies. However, this strengthening system behavior under cyclic loading still needs more investigation. The current study aims at developing an analytical model to determine the life of RC beams strengthened with FRP in flexure under fatigue loading in terms of the number of cycles to failure. A cyclic dependent modulus of rupture is proposed to address the degradation of flexural stiffness at fatigue load cycles by determining the corresponding neutral axis location and moment of inertia. A fatigue life prediction model (S-N curve relationship) is proposed to predict the fatigue behavior, based on steel stress levels of RC beams strengthened with FRP. The proposed model shows good agreement with data from literature and in-house tested beams under four point bending setup subjected to fatigue loading.

Keywords: Fatigue test; CFRP; Externally bonded reinforcement (EBR); Four-point bending test (FPBT); Fatigue life prediction model.

1 INTRODUCTION

For the past two decades, fiber reinforced polymers (FRP) materials have been accepted as a commonly used method for strengthening conventional materials such as reinforced concrete (RC) structures. Although studies on RC beams strengthened with FRP subjected to monotonic loading \cite{1} are abundant and well documented in current design guidelines \cite{2, 3}, studies related to beams subjected to fatigue loading is limited.

Primarily, Meier et al \cite{4} conducted fatigue tests on reinforced concrete beams strengthened with glass/carbon-hybrid sheet. Later accompanied fatigue tests from different researchers \cite{5}, noticed no significant change in fatigue behavior for strengthened and non-strengthened beams. However, some studies \cite{6-9} showed an enhanced serviceability. The FRP-strengthened beams showed improved deflections avoiding the gradual flexural stiffness degradation, as compared to conventional RC beams. For FRP-strengthened beams, significant fatigue damage is recognized within first few cycles and the rate of change in flexural stiffness is considerably lower at later cycles \cite{10, 11}. The same trend was observed by the authors through in-house experiments. The significance of this paper is to develop an analytical model, and create a fatigue life prediction model. The proposed analytical model predicts the cycle dependent deflections considering the gradual degradation of beams flexural stiffness, while the proposed fatigue life prediction model predicts the fatigue life of a FRP strengthened beam based on steel stress.

2 ANALYTICAL MODEL

Within literature, most of the researchers investigated fatigue performance considering load range (or stress range) in three different ways: (1) the load range as percentage of ultimate capacity; (2) the load range as percentage of yield capacity; and (3) the stress range as percentage of the yield strength of steel. Steel yielding followed by FRP failure (rupture or delamination) is the most commonly observed fatigue failure mode for FRP-strengthened beams at high stress range \cite{9, 11, 12}. In literature, low load range refers to as the applied maximum fatigue load is within the service load (50-60% of yield capacity of the monotonically loaded beam) \cite{13}. The maximum fatigue load chosen beyond the service load is considered to be under high load range.
In the present study, the specimens are tested under low load range, where the load range is considered as a percentage of ultimate capacity. The load corresponding to maximum fatigue load and minimum fatigue load is denoted by $P_{\text{max}}$ and $P_{\text{min}}$ respectively. The cyclic-dependent maximum stress, $\sigma_{\text{max}}$ (MPa) in concrete at an arbitrary cycle can be expressed as:

$$
\sigma_{\text{max}, i} = \frac{M_{\text{max}}}{I_i} x_i,
$$

where $M_{\text{max}}$ = the maximum applied moment corresponding to $P_{\text{max}}$ (N-mm); $x_i$ = the cyclic-dependent depth of neutral axis (mm); $I_i$ = cyclic-dependent moment of inertia (mm$^4$). The cyclic-dependent minimum stress, $\sigma_{\text{min}}$ (MPa) could be calculated using the same approach using the minimum applied moment, $M_{\text{min}}$ (N-mm) corresponding to $P_{\text{min}}$.

The cyclic-dependent depth of neutral axis, can be established from transformed area method by solving the following equilibrium equation:

$$
\frac{b x_i^2}{2} + \left(n_{s,i} - 1\right)\bar{A}_c \left(x_i - d_i\right) + n_{s,i} \bar{A}_f \left(x_j - d_f\right) + n_{t,i} \bar{A}_t \left(x_j - d_t\right) = 0,
$$

where $b$, $A_c$, $A_f$, $d_i$, and $d_f$ are illustrated in Fig. 1, the modular ratio of steel $n_s = E_s / E_c$, and the modular ratio of FRP sheet $n_f = E_f / E_c$. Modulus of elasticity of steel and FRP, respectively. $E_c$; Cyclic-dependent modulus of elasticity of concrete, which is discussed more in the present study.

The analytical procedure is developed by considering the fatigue response of concrete. The predictive model is developed by modifying the empirical equations obtained from Holmen [14]:

$$
\log_{10} N_{f,i} = 1.839 S_{\text{max},i}^{3.033} ,
$$

where $S_{\text{max},i} = \frac{\sigma_{\text{max},i}}{\sigma_{\text{f},i}}$ is cyclic-dependent ratio of maximum stress to concrete compressive strength; $N_{f,i}$ = cyclic-dependent number of cycles to failure for a specified probability of failure (Eq. 3 is obtained at 50% probability of failure and for $S_{\text{min}} = 0.05$). To obtain the degradation in flexural rigidity ($EI$) at different cycles, an empirical equation obtained from El-Tawil [15] is used for modulus of elasticity and is given by:

$$
E_{c,i} = \begin{cases} 
33 \sqrt{w_c} & \text{if } i = 0 \\
33 \sqrt{w_c} \left(1 - 0.33 \frac{N_{i}}{N_{f,i-1}}\right) & \text{if } i = 1 \text{ to } n
\end{cases}
$$

where $w_c$ = unit weight of concrete in pcf; $f_{c,i}$ = compressive strength of the concrete; and $N_i$ = number of load cycles.

During fatigue loading, the stiffness of the beam is reduced and is accounted by using the proposed cyclic-dependent modulus of rupture.
where \( g_r = 0.6 \) to 1.0, 0.6 is a conservative value [16]. From the proposed modulus of rupture, corresponding cracking moment is obtained and consequently the deflection at arbitrary number of cycles can be determined as shown in Fig. 2.

\[
I_{cr,i} = \frac{M_{cr,i}}{E_{cr,i}} = \frac{f_{cr,i}}{E_{cr,i}} \]

\[
M_{cr,i} = \frac{f_{cr,i}}{y_i} \cdot I_g = \frac{bh^3}{12} \cdot \frac{h_i}{2} ;
\]

\[
f_{cr,i} = \left\{ \begin{array}{ll}
g_r \sqrt{w_{cr}/c} & \text{if } \quad i = 0 \\
g_r \sqrt{w_{cr}/c} \left( 1 - \frac{\log_{10} N_i}{\log_{10} N_{cr,i-1}} \right) & \text{if } \quad i = 1 \text{ to } n \
\end{array} \right.
\]

\[
\log_{10} N_{cr,i} = 1.839 S_{max,i}^{3.033}
\]

\[
S_{max,i} = \frac{\sigma_{max,i}}{f_c}
\]

\[
\sigma_{max,i} = \frac{M_{max,i}}{I_i}
\]

\[
I_i = \left\{ \begin{array}{ll}
I_g & \text{if } M_{cr,i} < M_{cr,i} \\
I_{cr,i} & \text{if } M_{cr,i} \geq M_{cr,i} \\
\end{array} \right.
\]

\[
\Delta_i = \frac{f(\text{load, span})}{E_{cr,i} f_{cr,i}}
\]

Fig. 2 Schematic illustration of the proposed analytical model

3 EXPERIMENTAL INVESTIGATION

Seven beams were fabricated and tested in four-point bending test setup. Fig. 3 shows the loading configuration, notch details and reinforcement details of the test specimen. Maximum and minimum loads applied for fatigue cycle and failure modes of the tested specimens are shown in Table 1.
Fig. 3 Loading configuration and reinforcement details of the concrete beam (dimension: mm).

Table 1 Fatigue Test Data

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Minimum and maximum load applied (kN)</th>
<th>No. of cycles to failure</th>
<th>Failure mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF</td>
<td>4.27-21.35&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&gt;2 x 10&lt;sup&gt;6&lt;/sup&gt;</td>
<td>No failure</td>
</tr>
<tr>
<td>NCF</td>
<td>4.27-21.35&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&gt;2 x 10&lt;sup&gt;6&lt;/sup&gt;</td>
<td>No failure</td>
</tr>
<tr>
<td>FT1</td>
<td>10.01 – 50.04&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3.15 x 10&lt;sup&gt;5&lt;/sup&gt;</td>
<td>S→D</td>
</tr>
<tr>
<td>FT2</td>
<td>8.01-40.03&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&gt;2 x 10&lt;sup&gt;6&lt;/sup&gt;</td>
<td>No failure</td>
</tr>
<tr>
<td>FT3</td>
<td>8.01-40.03&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&gt;2 x 10&lt;sup&gt;6&lt;/sup&gt;</td>
<td>No failure</td>
</tr>
<tr>
<td>FT4</td>
<td>8.01-40.03&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&gt;2 x 10&lt;sup&gt;6&lt;/sup&gt;</td>
<td>No failure</td>
</tr>
<tr>
<td>NFT1</td>
<td>8.01-40.03&lt;sup&gt;a&lt;/sup&gt;</td>
<td>8 x 10&lt;sup&gt;5&lt;/sup&gt;</td>
<td>S→D</td>
</tr>
</tbody>
</table>

C = Control beam; N = Notched beam; F = Fatigue loading; T = two layers of FRP; S = Steel yielding; D = Delamination of the FRP.
<sup>a</sup>Load range corresponds to 12%-60% of ultimate capacity with load ratio of R = 0.2, amplitude ratio of A = 0.67 and loading frequency of 2 Hz.
<sup>b</sup>Load range corresponds to 15%-75% of ultimate capacity with load ratio of R = 0.2, amplitude ratio of A = 0.67 and loading frequency of 2 Hz.

4 VERIFICATION OF ANALYTICAL MODEL

As verification to the present analytical solution, a comparison of the deflections from the present analytical study with experimental data is made in Table 2.

Table 2 Predicted Deflection vs Experimental Deflection

<table>
<thead>
<tr>
<th>Number of the load cycle</th>
<th>Number of cycles to failure N&lt;sub&gt;i&lt;/sub&gt;</th>
<th>Flexural Rigidity E&lt;sub&gt;c&lt;/sub&gt; / I&lt;sub&gt;c&lt;/sub&gt; (N-mm&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Predicted Deflection Δ&lt;sub&gt;i&lt;/sub&gt; &lt;sub&gt;pred&lt;/sub&gt; (mm)</th>
<th>Experimental Deflection Δ&lt;sub&gt;i&lt;/sub&gt; &lt;sub&gt;exp&lt;/sub&gt; (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0&lt;sup&gt;th&lt;/sup&gt; cycle (monotonic)</td>
<td>2,054,276,591</td>
<td>4.427E+11</td>
<td>6.02</td>
<td>8.17</td>
</tr>
<tr>
<td>50,000&lt;sup&gt;th&lt;/sup&gt; cycle</td>
<td>2,054,719,496</td>
<td>4.217E+11</td>
<td>6.32</td>
<td>8.69</td>
</tr>
<tr>
<td>100,000&lt;sup&gt;th&lt;/sup&gt; cycle</td>
<td>2,055,162,313</td>
<td>4.212E+11</td>
<td>6.32</td>
<td>8.77</td>
</tr>
<tr>
<td>500,000&lt;sup&gt;th&lt;/sup&gt; cycle</td>
<td>2,058,701,702</td>
<td>4.202E+11</td>
<td>6.34</td>
<td>8.71</td>
</tr>
<tr>
<td>1,000,000&lt;sup&gt;th&lt;/sup&gt; cycle</td>
<td>2,063,118,116</td>
<td>4.198E+11</td>
<td>6.34</td>
<td>8.78</td>
</tr>
<tr>
<td>1,500,000&lt;sup&gt;th&lt;/sup&gt; cycle</td>
<td>2,067,525,906</td>
<td>4.197E+11</td>
<td>6.35</td>
<td>8.85</td>
</tr>
<tr>
<td>2,000,000&lt;sup&gt;th&lt;/sup&gt; cycle</td>
<td>2,071,925,139</td>
<td>4.196E+11</td>
<td>6.35</td>
<td>8.88</td>
</tr>
</tbody>
</table>
5 FATIGUE LIFE PREDICTION MODEL

Through the analysis of the experimental beam database collected from literature, a fatigue life prediction model, also known as an S-N curve, was developed. Some of the data collected from number of researches trying to address the effect of different criteria, such as corrosion, U-wrapped and pre-damaged. However, only beams without any criteria were considered in this study. A regression analysis was completed on 19 RC beams strengthened with externally bonded CFRP in flexure. The regression analysis yielded this S-N curve.

\[ \log(N_f) = 8.1 - 0.0087f, \]  

(6)

where \( N_f \) = Number of cycles to failure and \( f \) = stress in tension reinforcing steel. Alternative S-N curves were obtained from the literature and can be found in Table 3. The four S-N curves from the literature and the proposed S-N curve are compared in Fig. 4, with the results of the externally bonded CFRP strengthened RC beams. The proposed (Eq. 6), Oudah & El-Hacha, and Meneghetti et al. S-N curves yield the most accurate results, obtain R² values of 0.46, 0.45, and 0.39, respectively. These results fit the data well, but there is still a lot of variability in the results.

Table 3 Fatigue Life Prediction Models from Literature

<table>
<thead>
<tr>
<th>Literature</th>
<th>Fatigue Life Model</th>
<th>Based on:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moss [17]</td>
<td>( N_f = K f^m ), ( K = 10^{27}, m = 8.7 )</td>
<td>Steel Stress</td>
</tr>
<tr>
<td>Helgason and Hanson [18]</td>
<td>( \log(N_f) = 6.969 - 0.0055f )</td>
<td>Steel Stress</td>
</tr>
<tr>
<td>Meneghetti et al. [19]</td>
<td>( \log(N_f) = 7.7974 - 0.0088f )</td>
<td>Steel Stress</td>
</tr>
<tr>
<td>Oudah and El-Hacha [20]</td>
<td>( \log(N_f) = 8.315 - 0.0094f )</td>
<td>Steel Stress</td>
</tr>
</tbody>
</table>

Fig. 4 Comparison of fatigue life prediction models

6 CONCLUSIONS

An analytical model was developed to predict the cyclic-dependent deflection of RC beam strengthened with FRP composites. The degradation in flexure stiffness was addressed by proposing a cyclic-dependent modulus of rupture. The analytical solution predicts the deflection closely to the experimental data. Although the experiments performed in present study is at constant stress level, the developed analytical solution can predict the deflections and degradation in flexural rigidity at variable stress levels.
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FATIGUE CRACK GROWTH BEHAVIOR OF SPECIMEN WITH GROOVES CUT ALONG LOADING DIRECTION

C. Makabe
University of the Ryukyus, Japan

Abstract: Fatigue crack growth in a cross-section of complicated shape was investigated by using the specimen with three or one groove which was cut in the loading direction. The crack growth rate was observed to be decelerated or accelerated during the crack crossed the grooves. The stress intensity factor was evaluated using the calibration curve between the crack growth rate and the effective stress intensity factor range obtained from a similar smooth specimen. Results showed that the stress intensity factor of the grooved specimen was higher in the vicinity of the grooves, compared to the smooth specimen. As the crack crossed the groove, the crack growth rate became lower or higher and the stress intensity factor varied in this section.

Keywords: Crack growth, Cross-section of complicated shape, Groove, Stress intensity factor

1. INTRODUCTION

The fatigue crack growth behavior has up to now been investigated using the stress intensity factor [1, 2], the J integral [3] and the parameter of stress and crack length [4]. Also, it is clarified by Murakami et al. [5] that the law of fatigue life is another explanation of the crack growth law in the case of low cycle fatigue. In this report, the crack growth behavior in a specimen with complicated cross-section was reviewed. Also, a brief discussion of that was performed. Thus, the fatigue crack growth behavior of the specimen with three or one groove cut in loading direction was investigated to clarify the crack growth behavior at a point of discontinuous change in thickness. When the shape of crack front is complicatedly varied during crack growth, the calculation of stress intensity factor is not easy. If the stress intensity factor can be evaluated roughly by experimental method, the tendency of variation in the stress intensity factor when the shape of crack front is complicatedly varied can be known.

2. MATERIAL AND EXPERIMENTAL PROCEDURE

Material used was 0.15% carbon steel round bar. This was annealed at 900 °C for 1 h and then machined on a lathe and a milling machine. The chemical composition and mechanical properties of this material are shown in Table 1 and 2, respectively. Figure 1 shows the geometry of specimen and cross-section at grooved site. In the case of Fig. 1(b), one groove was cut on one face. In the case of Fig1 (c), three grooves were cut. The face which has one groove or three grooves is referred to hereafter as the groove-side. The opposite face as the smooth-side. A notch of length 1 mm and root radius 0.1 mm was cut in one edge of the specimen to act as a crack initiator. The specimen having one groove or three grooves is referred to as the groove-specimen and the specimen with only a notch as the base-specimen.

Table 1 Chemical composition (wt, %)

<table>
<thead>
<tr>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.15</td>
<td>0.30</td>
<td>0.50</td>
<td>0.013</td>
<td>0.013</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

Table 2 Mechanical properties of the material ($\sigma_s$: Yield stress, $\sigma_b$: Tensile strength, $\sigma_T$: True fracture stress, $\phi$: Reduction of area)

<table>
<thead>
<tr>
<th>Yield strength $\sigma_s$ [MPa]</th>
<th>Tensile strength $\sigma_b$ [MPa]</th>
<th>True fracture stress $\sigma_T$ [MPa]</th>
<th>Reduction of area $\phi$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>283</td>
<td>449</td>
<td>956</td>
<td>68.8</td>
</tr>
</tbody>
</table>
Fatigue tests under constant stress amplitude were carried out. The stress ratio $R$ is chosen -1 and maximum cyclic stress $\sigma_{\text{max}}$ is fixed 85.84 MPa. Crack length $a$, which included the notch length was measured with two sets of traveling microscope and dial-gauge at the mean load. In order to examine the relationship between crack growth rate and crack closure, the crack opening stress $\sigma_{\text{op}}$ was measured by using the strain gages. The features of the crack front in the case of groove-specimen were observed by means of the beach mark.

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1 Crack growth behavior

3.1.1 In the case of one groove

The data of crack growth curves of the specimen with one groove is plotted in Fig. 2. The solid line with Base is the data of base-specimen. The effect of groove in the case of $b/t$ (groove depth/ specimen thickness) = 0.125 on crack growth behavior was very small, in comparison to the base specimen. However, the retardation of crack growth was observed in the case of $b/t = 0.65$. The acceleration of crack growth was happen in the case of $b/t = 0.45$. Figure 3 shows the relationship between crack length $a$ and crack growth rate $da/dN$ at the groove-side and smooth-side. In the case of smooth-side, it is find that the crack growth rate was decreased after crack crossed over the groove. Also, the groove depth was the deeper, the crack growth rate was the lower. The tendency of crack growth rate of groove-side is different in each specimen. Especially, the crack growth rate was clearly accelerated in the case of $b/t = 0.45$. This behavior is related to the shortening of fatigue life in the case of $b/t = 0.45$. Therefore, the difference of fatigue life depending on the groove depth is related to the difference of crack growth behavior between the groove-side and smooth-side.
Figure 4 shows the schematic representation of the fracture surface in the vicinity of groove. From the pattern of beech marks, the crack growth path in each specimen can be found. It can be thought that interaction of the stress concentration occurred when the crack crossed the groove and the crack growth rate was decelerated or accelerated on the both side in the present study. In order to investigate the effect of the grooves on crack growth visually, the variation of the crack front shape was observed by means of the beach mark method. Crack growth behavior can be evaluated with the beach mark. When crack just crosses the groove, retardation of the crack growth is observed on the groove-side. However, after crack crossed over the groove, the crack growth is accelerated or decelerated, depending on the groove shape.

3.1.2 In the case of three grooves

Crack growth curves of the base-specimen and groove-specimen with three grooves are shown in Fig. 5. The tendency of crack growth is almost the same between the groove-side and smooth-side. In dependent of the groove depth, the crack growth accelerated and fatigue life was shortened, in comparison to the base-specimen.
The relationship between the crack growth rate $da/dN$ and the crack length $a$ is shown in Fig. 6. It is found that the crack growth rate $da/dN$ of the groove-specimen was higher than that of a base-specimen. Also, the groove depth was the deeper, the crack propagation rate was the higher.

### 3.2 Evaluation of stress intensity factor of specimen with complicated-shape in cross-section

In this report an evaluation result of stress intensity factor by experimental method [6 - 8] is summarized. Distinct-difference of the crack growth curve between the groove-specimen and base-specimens was observed. When the crack crossed the groove, the crack growth behavior was changed on the groove-side and smooth-side. This behavior of crack is related to the crack closure or to the crack-tip opening stress $\sigma_{op}$. It is well known that the crack growth rate can be summarized by the effective stress intensity factor range even if the fluctuated stress amplitude was applied in fatigue crack growth test [9]. Based on that concept, it is assumed that the crack growth rate in the present cases can be evaluated by the effective stress intensity with a unique relation, too.

The variation of the crack opening ratio $U$ defined by following equation affects the crack growth behavior.

$$U = \frac{\Delta K_{eff}}{K_{max}} = \frac{\Delta \sigma_{eff}}{\sigma_{max}}$$  \hspace{1cm} (1)

Where, $K_{eff}$ ($= K_{max} - K_{op}$) and $\Delta \sigma_{eff}$ ($= \sigma_{max} - \sigma_{op}$) represent the effective stress intensity factor range and the effective stress range, respectively. Figure 7 shows an example of $U$ as a function of the crack length $a$. These values are measured by the strain gages pasted on the surface of specimen. The variation of $U$ is different between the groove-side and smooth-side. However, it is assumed that measured value of $U$ is close to the average value of the both sides. Thus, it is considered that tendency of the variation of crack opening point could be determined by the present measurement method. The zigzagging of $U$-a relation is observed during the crack crosses the grooved region. After pass the groove, $U$ of the groove specimen is gradually converged to that of the base-specimen.

The crack growth tendency in terms of the stress intensity range $\Delta K$ for a specimen with groove is different from that for a base-specimen. However, the relation between the crack growth rate $da/dN$ and the effective stress intensity range $\Delta K_{eff}$ is almost the same in both cases [6, 9]. Many researchers have confirmed the usefulness of this parameter in determining the crack growth law under a lot of experimental conditions. The calibration relation between $\Delta K_{eff}$ and $da/dN$ for a base-specimen was used to determine stress intensity factor $K$ of the groove-specimen. This process is represented in Fig. 8. The value of $\Delta K_{eff}$ for the groove-specimen at a point of $i$ was determined by $da/dN$ through the relation between $da/dN$ and $\Delta K_{eff}$ of the smooth specimen. Then the stress intensity factor $K$ at this point $i$ was obtained by division of $\Delta K_{eff}$ by the crack opening ratio $U$. Since, $U$ and $da/dN$ were simultaneously measured, the numerical relationship between the stress intensity factor $K$ and the crack length $a$ was easily determined.

On account of the error involved in the experimental measurements, the stress intensity factor cannot be evaluated exactly by the present method. However, its quantitative variation as crack varies is of value.
Example of the relation between the stress intensity factor $K$ at the stress $\sigma_{\text{max}} = 85.84$ MPa and the crack length $a$ in the case of three grooves is shown in Fig. 9. The value of stress intensity factor of the grooved specimen is higher than that of the base-specimen before the crack crossed the third groove. In the case of three grooves, $K$ value is slightly higher on the smooth-side than the groove-side. Figure 10 shows the example of the $da/dN - \Delta K_{\text{eff}}$ relation.

The accuracy of the stress intensity factor calculated by the present method depends on the equivalence of the crack propagation law in terms of $\Delta K_{\text{eff}}$ between the groove-specimen and the base-specimen. The extent of this equivalence was investigated by constructing $da/dN - \Delta K_{\text{eff}}$ diagrams. The relationship between $\Delta K_{\text{eff}}$ and $da/dN$ for the grooved specimen has a good correlation with that for the smooth specimen in the present application-method.

Figure 11 shows the relation between the crack length $a$ and the maximum value of stress intensity factor $K$ in the case of specimens with one groove. The groove length affects to the variation of the stress intensity factor $K$, and the retardation of crack growth is related to the changing of feature of crack front and the crack closure. When the feature of crack front is unknown, the calculation of the stress intensity factor cannot be done by a numerical method. After doing experiment, such calculation will be effectively performed with many crack shapes. The merit of present method, the variation of stress intensity factor of a specimen with a complex cross-section can be evaluated simply during the crack growth test.

4. Conclusions
The observation of crack growth behavior and measurement of crack closure in a specimen with a complex cross-section were investigated by using a specimen with grooves cut in the loading direction. Then the stress intensity was evaluated from experimental results. The main results obtained were as follows,

1. The crack growth curve departed from that for a base-specimen when the crack front was in the region of the groove. Crack growth on the grooved face was different from that on the smooth face.
2. The variation of the crack opening ratio in the groove-specimen correlated with the crack growth curves for the smooth-side and groove-side.
3. The stress intensity factor of the groove-specimen was calculated by using the relationship between the effective stress intensity factor range and the crack growth rate for a similar base-specimen, and
represented as a polynomial in the crack length.

4. The stress intensity factor of the groove-specimen exhibited a complicated variation when the crack front crossed the groove, as did the crack growth law in terms of the maximum value of stress intensity factor.
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0 INTRODUCTION

Since the 1940s, low stress brittle fracture accidents occurred in succession, which promoted the establishment of the Fracture Mechanics. Low stress brittle fracture implies that the nominal stress is significantly less than the yield stress with no obvious deformation [1]. Fracture Mechanics is an important branch of modern mechanics, under this approach, the postulated flaws of the vessel’s weak part or actual flaws by non-destructive testing (NDT) can be calculated and assessed in order to prevent the brittle fracture accidents which may be disastrous.

Although high strength materials has been wildly used, some fracture accidents still occurs even for the products which are designed and manufactured by traditional strength theory transcend the quite strict inspection. For example, in July 1978, a Spanish liquid propylene tank explosion killed 260 people [2]. For another example, in the famous American “260SL-1” rocket, brittle fractures occurred during the hydraulic test for the engine vessel and the 657 MPa failure stress was far less tan the yield stress of 1716.2 MPa [2]. It can be concluded from these catastrophic accidents that even the high-strength structures deserve a close attention in case of brittle fracture.

For SG, which plays the lead role in heat transfer by converting hot water into saturated steam in PWR, fracture mechanics analysis must be conducted for the key component by corresponding Code on the request of safety review of NNSA (National Nuclear Safety Administration),

This paper dedicates on the investigation of the non-ductile failure computation and assessment of the SG tube sheet, based on different standards and codes, including R6 Code [3], RCC-M Code [4] and ASME B&PVC [5]. Because of the different experimental material data, safety factors and methods in these codes, even for the same case, different results can be obtained. The non-ductile failure computation and evaluation of the SG tube sheet is intensively conducted quantitatively and qualitatively in order to address the safety margin and the advantages among each code. The result maybe a practical conclusion when solving the engineering problem whether during the SG design stage or in the inspection stage when the SG has already been in operation.
1 FRACTURE MECHANICS ANALYSIS METHOD

1.1 Linear-elastic Fracture Mechanics

The object of linear-elastic fracture mechanics analysis is a cracked structure, which has a linear stress-strain curve around the crack (obey hooke’s law). For common metallic materials, the plastic deformation may always occur when the crack grows, so the hooke’s law can not be kept very strictly. Despite all this, as long as the plastic area is far less than the size of the crack, it does not produce large errors after appropriate amendments. A method of stress intensity factor (K) is usually used to solve the linear-elastic fracture mechanics problem. K_i is an important indicator to judge whether the crack is unstable or not, who is always used to characterize the stress intensity of the crack tip.

The ASME (The American Society of Mechanical Engineers) Boiler & Pressure Vessel Code is the very first Code, in which fracture mechanics is applied for pressure vessel design and the crack assessment. The corresponding sections in ASME provide the don-ductile failure analysis method base on linear-elastic fracture mechanics. The safety criterion is \( K_i < K_{ic} \) in ASME 2007 edition [5], herein \( K_i \) stands for the stress intensity factor, \( K_{ic} \) stands for the fracture toughness. The method is widely used in SG design phase for non-ductile failure analysis, which is simple and easy to operate and can guarantee a certain safety margin.

1.2 Elastic-plastic Fracture Mechanics

Linear-elastic fracture mechanics is suitable for the situation when a small scale yielding arises in the crack tip, as for the high toughness steel SA508 Gr.3 Cl.2, the cracked structure is likely to be ductile who has a quite a long stable propagation stage after the crack initiation. Therefore during the in-service inspection stage, linear-elastic fracture mechanics analysis seems too conservation for a cracked structure that we may not make full use of the material’s carrying capacity. As a result, elastic-plastic fracture mechanics analysis can be applied for SG component when a crack is detected during non-destructive evaluation, maximize the economic efficiency on the premise of ensure SG safety.

In elastic-plastic fracture mechanics analysis, the safety criterion is based on the crack tip opening displacement (CTOD) and J-integral. The core of the CTOD theory is the curve of the non-dimensional displacement parameter \( \varphi = \frac{\delta}{2\pi c, a} \) and the non-dimensional stress parameter \( \frac{\varepsilon}{\varepsilon_y} \). Herein the \( \delta \) stands for the crack opening displacement, the \( a \) stands for half length of the original crack, the \( \varepsilon_y \) stands for the yield strain and the \( \varepsilon \) stands for the actual strain. The COTD curve played a major role in the fracture mechanics analysis of the pressured vessel because of the intuitional and easy to operate of the curve.

In 1968, an American named Rice proposed the J-integral theory [6], in which the J-integral is path-independent linear energy integral shows the stress-strain field of the crack tip. The corresponding safety criterion is \( J_i < J_c \), herein the \( J_i \) stands for the actual J-integral of the crack tip and the \( J_c \) the threshold value of \( J_i \). This theory gets a wide application because it avoids the complex filed of the crack tip properly and solves the disagreements in the COTD theory.

In 1978, CEGB(Central Electricity Generating Board) first put forward the two-criteria approach and applied it in the R6 code (R6)(first edition), since then, the pressure vessel integrity assessment technology step into the Failure Assessment Diagram(FAD) times. Then EPRI(Electric Power Research Institute) has carefully studied R6 FAD method, used J-integral in place of narrow-strip –yield model(D-M) and provides a new failure assessment curve: \( K_e = \left( J_e \right)^{\frac{1}{2}} = \left[ \frac{L_e}{H_eL_e + H_uL_u^{n+1}} \right]^{\frac{1}{2}} \), herein \( H_e, H_u \) are related to the material hardening parameter n. The curve is more reasonable and advanced than the FAD in the first edition of R6 because more parameters has been considered. Soon afterwards, R6 make a radical change of the FAD and provide three assessment curves which has different difficulty levels, so the status of the new R6 FAD has been further improved in the filed of pressure vessel integrity assessment.

The following section will describe the internationally accepted Codes and their calculation method briefly including R6, RCC-MR and ASME. More importantly, we will provide the result of the contrast calculation trough the specific example, the result include the different sensitive parameters dominating the calculation, the different degrees of the conservative, the different application difficulty and the different applicable
conditions, the result maybe a very practice conclusion when solving the engineering problem whether during the SG design stage or in the inspection stage when the SG has already been in operation.

2 FRACTURE MECHANICS ANALYSIS REQUIREMENTS IN DIFFERENT CODES

2.1 Requirement in R6 Code

R6 is the Assessment of the Integrity of Structures containing Defects by the British Energy which is suitable for elastic-plastic fracture mechanics assessment. The R6-Revision 4:2001 is maintained by the R6 Panel under a Structural Integrity Assessment Procedures collaboration involving British Energy, BNFL Magnox Generation and Serco Assurance.

2.1.1 Two-criteria approach

The FAD is used for structure integrity analysis and assessment in R6, which is a failure assessment diagram proposed and developed by Bowling and Townley with the original name two-criteria approach [7]. The two-criteria is built on the linear-elastic fracture mechanics, in this theory it is believed that the structure may cause damage when the external load reached the lower one between the brittle failure load value in linear-elastic fracture mechanics theory and the limit load value in limit analysis. In 2006, the fourth edition R6 proposed three available FAD curves, if the result unable to meet the first curve, the second curve can be used for the assessment. If he results also unable to meet the second curve, the third curve can be used for the assessment conditionally, the conservation of the three curves decreases progressively.

2.1.2 Definition of key parameters in two-criteria approach

In R6 section I.9, the algorithm of stress intensity factor is defined, there are four methods according to the position the crack. The K_i of the circumferential crack not penetrate who occurred frequently is defined as follows:

\[
K_i = \frac{1}{\sqrt{2\pi a}} \int_0^\infty \sigma(u) \sum_{i=1}^3 f_i(a/t, r_i/t) \left(1 - \frac{u}{t}\right)^{3/2} du
\]  

(2.1.2-1)

Herein, \(\sigma = \sigma(u) = \sigma_m + \sigma_y \left(1 - \frac{2u}{t}\right), 0 \leq u \leq t\), \(\sigma\) stands for the stress towards the wall that the crack is not contained, \(\sigma_m\) stands for the membrane stress and \(\sigma_y\) stands for the bending stress, \(a\) stands for the crack length, \(t\) stands for the thickness of the vessel shell, \(r_i\) stands for the inner diameter of the vessel shell.

In R6 section I.9, the \(K_i\) is defined as a measure of proximity to LEFM (Linear Elastic Fracture Mechanics) failure, it means the fracture behaviour obeys the plastic fracture mechanics theory when the value of \(K_i\) is very low. The \(K_r\) is defined as follows:

\[
K_r = K_{ri}^p + K_{ri}^c = K_{ri}^p / K_{ic} + K_{ri}^c / K_{ic}
\]  

(2.1.2-2)

Herein, the \(K_{ri}^p\) is the linear elastic stress intensity factor for the flow size \(a\) for the loads giving rise to \(\sigma^p\) and the \(K_{ri}^c\) is the linear elastic stress intensity factor for the flow size \(a\) for the loads giving rise to \(\sigma^c\), \(\sigma^p\) is stress arising from loads which contribute to plastic collapse and the \(\sigma^c\) is stress arising from loads which do not contribute to plastic collapse, \(K_{ic}\) is the fracture toughness of materials.

In R6 section I.8, plasticity effects are included in the failure assessment procedure by means of the parameter \(L_r\), which is a measure of how close the cracked structure is to plastic collapse. \(L_r\) is defined as the ratio of the loading condition being assessed to the plastic limit load of the structure:

\[
L_r = \frac{\text{total applied load giving to } \sigma^p \text{ stresses}}{\text{plastic limit load of the flawed structure}}
\]  

(2.1.2-3)

Herein, the \(\sigma^p\) is stress arising from loads which do not contribute to plastic collapse
2.1.3 Three types of failure assessment diagram

In R6 section I.6, three types of failure assessment diagram is defined for two-criterion assessment. The option 1 curve of the first FAD is described as follow:

\[ f_1(L_y) = \left(1 + 0.5L_y^2\right)^{1/2} \left[0.3 + 0.7 \exp\left(-0.6L_y^2\right)\right] \]

\[ L_y \leq L_{r\text{max}} = \left(\frac{\sigma_y + \sigma_u}{2\sigma_y}\right) \]  

The \( \sigma_y \) stands for 0.2% proof stress, \( \sigma_u \) stands for ultimate tensile strength and the other parameters are already described above. Any cases who meet the limit of option 1 curve do not need the option 2 and 3 curve assessment.

There are three cases in the option 2 curve. In the case that the material stress-strain relationship is known, the option 2 curve is defined as follows:

\[ f_2(L_y) = K_r = \left\{ \begin{array}{ll} E \varepsilon_{\text{ref}} \left(\frac{L_y^3 \sigma_y}{2E \varepsilon_{\text{ref}} + L_y \sigma_y} \right)^{1/2} & \text{if } L_y \leq L_{r\text{max}} \\ 0 & \text{if } L_y > L_{r\text{max}} \end{array} \right. \]

Where the \( \varepsilon_{\text{ref}} \) is the true strain obtained from the uniaxial mean tensile stress-strain curve at true stress \( L_y \sigma_y \), \( E \) is Young’s modulus and \( \sigma_y \) is the 0.2% proof stress, the other cases can be found in R6 section I.6.

When the fracture mechanics assessment can not meet the limit of option 2 curves, a curve specific to a particular material and geometry may be obtained from a detailed analysis of the defective structure as a function of the loads given rise to \( \sigma^p \) stress. The option 3 curve is defined as follows:

\[ f_3(L_y) = K_r = \left(\frac{J_y}{J}\right)^{1/2} \]

Where \( J_y \) and \( J \) are values of the J-integral from elastic and elastic-plastic analyse, respectively, at a load corresponding to the value \( L_y \), option 3 curve may be useful in specific cases as an alternative approach to Options 1 and 2.

2.2 Requirement in RCC-M Code


In RCC-M section I sub-section ZG, the acceptable provisions for fast fracture prevention is presented for safety level 1 pressure vessel and its components.

2.2.1 Fast fracture analysis steps in RCC-M

1) The component size, material properties and loadings should be evaluated according to the appendix ZG2000, and then make a decision whether the screening criteria are met no analysis requirements. If not, proceed to the following steps.

2) According to the appendix ZG3000, a conventional fast fracture analysis is proposed intending to obtain a design tolerance towards potential defects. To aim this, conventional defects are postulated with no direct link to potential manufacturing defects or in-service degradation. Specified data are taken into account and conventional safety margins are verified. This analysis method is also dedicated to:

- establishing P-T curves giving allowable operation pressure as a function of temperature
- determining minimum temperatures for hydrostatic tests.

3) A detailed fast fracture analysis approach according to ZG4000 is proposed, which consists in
determining the maximum defect size for which the prescribed safety margins are just meant.

### 2.2.2 Definition of key parameters in RCC-M Code

The stress perpendicular to the defect plane can be expressed by polynomial fitting as following when the stress distribution near the defect is gained. Herein, \( x \) stands for the distance of defect in the thickness direction, \( L \) stands for the defect depth.

\[
\sigma(x) = \sigma_0 + \sigma_1 \left( \frac{x}{L} \right) + \sigma_2 \left( \frac{x}{L} \right)^2 + \sigma_3 \left( \frac{x}{L} \right)^3 + \sigma_4 \left( \frac{x}{L} \right)^4
\]

(2.2.2-1)

The stress intensity factor \( K_I \) can be computed by the following equation, herein the \( a \) stands for the defect, the \( \sigma_0, \sigma_1, \sigma_2, \sigma_3 \) can be fitted by the equation 2.2.2-1 and the \( i_0, i_1, i_2, i_3 \) can be obtained from the table ZG 5121 and ZG 5122.

\[
K_I = \sqrt{\pi a} [\sigma_0 i_0 + \sigma_1 (a/L) i_1 + \sigma_2 (a/L)^2 i_2 + \sigma_3 (a/L)^3 i_3]
\]

(2.2.2-2)

Moreover, plastic zone correction must be applied to the stress intensity factor according to the following procedure:

a) determine the radius \( r_y \) of the plastic zone at the defect tip, as follows:

\[
r_y = \frac{1}{6\pi} \left( \frac{K_I}{R_p} \right)
\]

(2.2.2-3)

Where \( R_p \) is the yield strength value for the material at the crack tip, this value is given in the RCC-M Appendix Z I, and \( K_I \) is the stress intensity factor at the crack tip, regardless of the end of the defect being corrected.

b) determine the corrected value of the intensity factor \( K_{CP} \) as follows:

\[
K_{CP} = \alpha K_I \sqrt{\frac{a + r_y}{a}}
\]

(2.2.2-4)

Where \( K_I \) is the stress intensity factor determined at the end of the defect considered, and where the value \( \alpha \) is determined as follows:

- if \( r_y \leq 0.05(t-a) \), \( \alpha = 1 \)
- if \( 0.05(t-a) < r_y \leq 0.12(t-a) \), \( \alpha = 1 + 0.05 \left[ \frac{r_y - 0.05(t-a)}{0.035(t-a)} \right]^2 \)
- if \( r_y > 0.12(t-a) \), \( \alpha = 1.6 \)

For the materials covered by procurement specifications in M2110 and M2120, critical stress intensity factor \( K_{IC} \) may be determined from the curve with analytic expression as following, in the range \( T - RT_{NDF} \leq 60°C \)

\[
K_k = 40 + 0.09(T - RT_{NDF}) + 20e^{0.034(T - RT_{NDF})}
\]

(2.2.2-5)

Where \( K_{IC} \) is expressed in \( \text{MPa}\sqrt{m} \), and \( T \) and \( RT_{NDF} \) are expressed in \( °C \).
2.3 Requirement in ASME B&PVC

2.3.1 Calculation of Stress intensity factor

For shells and heads that remote from discontinuities, the stress intensity factor \( K_i \) can be calculated according to the following equations by the ASME Codes Section III Appendix G:

\[
K_i = SF \cdot K_{m1} + SF \cdot K_{b1} + K_{m2} + K_{b2} < K_{IR} \quad (2.3.1-1)
\]

\[
K_{m1} = M_m \sigma_{m1} \quad (2.3.1-2)
\]

\[
K_{b1} = M_b \sigma_{b1} \quad (2.3.1-3)
\]

\[
K_{m2} = M_m \sigma_{m2} \quad (2.3.1-4)
\]

\[
K_{b2} = M_b \sigma_{b2} \quad (2.3.1-5)
\]

Where, \( SF \) stands for the safety factor related with the service level, \( \sigma_{m1} \) stands for the primary membrane stress, \( \sigma_{b1} \) stands for the primary bending stress, \( \sigma_{m2} \) stands for the secondary membrane stress, \( \sigma_{b2} \) stands for the secondary bending stress, \( M_m \) are experiential parameters which can be looked up in Fig. G2214-1 of ASME Codes Section III Appendix G, and \( M_b \) is defined as two-thirds of the \( M_m \).

For nozzles, flanges and shell region near geometric discontinuities, the method is also available by enlarge the safety factor or another method provided in WRCB 175.

2.3.2 Reference critical stress intensity factor

\( K_{IC} \) is regarded as the reference critical stress intensity factor which has a relation with the working temperature \( T \) and reference nil-ductility transition temperature \( RT_{NDT} \). The equation is available for the ferritic steels which have specified minimum yield strength at room temperature of 50 ksi or less. For materials which have specified minimum yield strengths at at room temperature greater than 50 ksi but not exceeding 90 ksi, the equation may be used provided fracture mechanics data are obtained at least three heats of the material on a sufficient number of specimens to cover the temperature range of interest, and provide that the data are equal or above the curve of \( K_{IC} \).

\[
K_{IC} = 36.5 + 22.783 \exp \left[ 0.036 ( T - RT_{NDT} ) \right] \quad (2.3.2-1)
\]

3 NUMERICAL EXAMPLE BASED ON DIFFERENT CODES

3.1 Object selection

The SG is used in Pressurized Water Reactors (PWR) between the primary and the secondary loops in order to convert hot water into saturated steam. The tube sheet (TS) locates in the lower part of the SG, supporting large amounts of tubes, which is one of the most crucial components in the SG. Therefore, the non-ductile failure computation and evaluation on the tube sheet is essential to ensure the 60-year lifetime of the SG. Therefore, in this paper TS of a SG is chosen as the object for non-ductile failure analysis, the specific interesting analysis section is illustrated in Fig.3.1-1.

3.2 Computational Input

Typical reactor coolant system (RCS) transient is chosen as the computational input load, including its pressure, temperature and heat transfer coefficient. Detailed transient parameters are illustrated in Fig.3.2-1, Fig.3.2-2 and Fig.3.2-3.
3.3 Results and parameter sensitivity analysis

3.3.1 Results by R6 Code

The postulated flaw feature is defined as $a/c=1/3$, $a/t=1/4$, $r/t=7.824$, according to these dimensional characteristics and the method discussed in section 2.1, key parameters can be obtained as follows, herein a stands for the depth of the flaw, $2c$ stands for the length of the flaw and $r$ stands for the inner-radius.

<table>
<thead>
<tr>
<th>$a/t=0.25$, $2c/a=6.67$, $R/t=7.824$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_0^A$</td>
</tr>
<tr>
<td>1.086</td>
</tr>
</tbody>
</table>

Furthermore, on the basis of the stress distribution and the method already discussed, $K_I$ and $L_c$ are calculated, which are listed in table xx along with the corresponding stress $\sigma$.
Table 3.3.1-2 Results of $K_I$ and $L_i$ in R6

<table>
<thead>
<tr>
<th>Times (s)</th>
<th>0</th>
<th>40</th>
<th>50</th>
<th>70</th>
<th>80</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>600</th>
<th>850</th>
<th>1000</th>
<th>1850</th>
<th>2100</th>
<th>3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_0$</td>
<td>67.40</td>
<td>66.48</td>
<td>111.67</td>
<td>59.75</td>
<td>90.18</td>
<td>82.01</td>
<td>74.03</td>
<td>101.35</td>
<td>117.91</td>
<td>145.10</td>
<td>134.57</td>
<td>157.04</td>
<td>173.40</td>
<td>183.68</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.16</td>
<td>0.69</td>
<td>-24.26</td>
<td>-1.16</td>
<td>-19.15</td>
<td>-21.13</td>
<td>-23.94</td>
<td>-50.91</td>
<td>-60.82</td>
<td>-76.53</td>
<td>-71.47</td>
<td>-84.12</td>
<td>-92.98</td>
<td>98.52</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>-3.71</td>
<td>-3.76</td>
<td>-3.11</td>
<td>-2.91</td>
<td>-2.28</td>
<td>-0.89</td>
<td>0.26</td>
<td>2.74</td>
<td>3.17</td>
<td>3.68</td>
<td>3.74</td>
<td>4.12</td>
<td>4.22</td>
<td>4.55</td>
</tr>
<tr>
<td>$\sigma_3$</td>
<td>0.56</td>
<td>0.57</td>
<td>0.51</td>
<td>0.45</td>
<td>0.38</td>
<td>0.18</td>
<td>0.01</td>
<td>-0.33</td>
<td>-0.36</td>
<td>-0.43</td>
<td>-0.43</td>
<td>-0.47</td>
<td>-0.47</td>
<td>-0.51</td>
</tr>
<tr>
<td>$L_i$</td>
<td>0.13</td>
<td>0.13</td>
<td>0.13</td>
<td>0.11</td>
<td>0.10</td>
<td>0.08</td>
<td>0.06</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$K_I$</td>
<td>33.92</td>
<td>33.59</td>
<td>49.82</td>
<td>29.77</td>
<td>40.41</td>
<td>35.90</td>
<td>31.24</td>
<td>38.08</td>
<td>43.85</td>
<td>53.45</td>
<td>49.49</td>
<td>57.51</td>
<td>63.41</td>
<td>67.18</td>
</tr>
</tbody>
</table>

After that assessment is accomplished as Fig. 3.3.1-1 according to the option 1 FAD, which has been elaborated in section 2.1, the result shows that the postulated flaw can meet the requirement of R6 Codes.

### 3.3.2 Results by RCC-M

Postulated flaw has the same figure as that in section 3.3.1, according to these dimensional characteristics and the method discussed in section 2.2, key parameters can be obtained as follows.

Table 3.3.2-1 \(a/c=1/\sqrt{3}\) parameters

<table>
<thead>
<tr>
<th>a/t</th>
<th>i_0</th>
<th>i_1</th>
<th>i_2</th>
<th>i_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>1.023</td>
<td>0.626</td>
<td>0.483</td>
<td>0.407</td>
</tr>
</tbody>
</table>

Furthermore, the same as the section 3.3.1, on the basis of the stress distribution and the method already discussed in section 2.2, $K_I$ is calculated and assessed, which are listed in table 3.3.2-2 along with the corresponding stress $\sigma$. In the calculation and assessment, elastic-plastic correction is applied as $K_{CP}$ showed in table 3.3.2-2. The result shows that the postulated flaw can meet the requirement of RCC-M Codes.

Table 3.3.2-2 Results of $K_I$ and $K_{CP}$ in RCC-M

<table>
<thead>
<tr>
<th>Times (s)</th>
<th>0</th>
<th>40</th>
<th>50</th>
<th>70</th>
<th>80</th>
<th>100</th>
<th>200</th>
<th>400</th>
<th>600</th>
<th>850</th>
<th>1000</th>
<th>1850</th>
<th>2100</th>
<th>3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_\gamma$</td>
<td>4.83</td>
<td>4.79</td>
<td>7.00</td>
<td>4.24</td>
<td>5.68</td>
<td>5.03</td>
<td>4.36</td>
<td>5.23</td>
<td>6.01</td>
<td>7.31</td>
<td>6.77</td>
<td>7.86</td>
<td>8.66</td>
<td>9.18</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1.01</td>
<td>1.01</td>
<td>1.08</td>
<td>1.00</td>
<td>1.03</td>
<td>1.01</td>
<td>1.00</td>
<td>1.02</td>
<td>1.04</td>
<td>1.09</td>
<td>1.07</td>
<td>1.12</td>
<td>1.18</td>
<td>1.60</td>
</tr>
<tr>
<td>$K_I$</td>
<td>31.87</td>
<td>31.58</td>
<td>46.17</td>
<td>27.95</td>
<td>37.46</td>
<td>33.21</td>
<td>28.75</td>
<td>34.48</td>
<td>39.64</td>
<td>48.24</td>
<td>44.66</td>
<td>51.85</td>
<td>57.16</td>
<td>60.56</td>
</tr>
<tr>
<td>$K_{CP}$</td>
<td>35.11</td>
<td>34.74</td>
<td>56.23</td>
<td>30.28</td>
<td>42.62</td>
<td>36.84</td>
<td>31.24</td>
<td>38.51</td>
<td>45.78</td>
<td>59.89</td>
<td>53.68</td>
<td>66.73</td>
<td>77.95</td>
<td>113.30</td>
</tr>
<tr>
<td>$K_{Cl}$</td>
<td>220</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3.3.3 Results by ASME B&PVC

Postulated flaw has the same figure as that in section 4.3.1, according to these dimensional characteristics, safety factors and the method discussed in section xx, the stress intensity factor and the assessment is gained showed as the following table, which indicates that the postulated flaw can meet the requirement of ASME Codes.
Table 3.3.3-1 Results of $K_J$ in ASME B&PVC

<table>
<thead>
<tr>
<th>Times (s)</th>
<th>0</th>
<th>40</th>
<th>50</th>
<th>70</th>
<th>80</th>
<th>100</th>
<th>200</th>
<th>450</th>
<th>600</th>
<th>850</th>
<th>1000</th>
<th>1850</th>
<th>2100</th>
<th>3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{Im}$</td>
<td>54.15</td>
<td>54.15</td>
<td>54.15</td>
<td>46.63</td>
<td>42.87</td>
<td>35.31</td>
<td>6.71</td>
<td>4.95</td>
<td>2.04</td>
<td>2.04</td>
<td>2.14</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$K_{bR}$</td>
<td>5.70</td>
<td>3.06</td>
<td>3.74</td>
<td>2.80</td>
<td>0.00</td>
<td>7.20</td>
<td>9.57</td>
<td>12.89</td>
<td>15.02</td>
<td>15.13</td>
<td>18.05</td>
<td>18.26</td>
<td>19.10</td>
<td></td>
</tr>
<tr>
<td>$K_b$</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.52</td>
<td>7.74</td>
<td>14.24</td>
<td>41.71</td>
<td>48.92</td>
<td>50.22</td>
<td>57.29</td>
<td>66.71</td>
<td>67.80</td>
<td>76.63</td>
</tr>
<tr>
<td>$K_I$</td>
<td>59.58</td>
<td>59.85</td>
<td>57.21</td>
<td>50.36</td>
<td>46.18</td>
<td>43.05</td>
<td>28.15</td>
<td>56.23</td>
<td>63.85</td>
<td>67.28</td>
<td>74.57</td>
<td>84.76</td>
<td>86.07</td>
<td>95.73</td>
</tr>
<tr>
<td>$K_N$</td>
<td>220</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.3.4 Parameter sensitivity analysis

The result according with different Codes are gathered in the following figure comparatively, the points represent the $K_I$ values, plotted by transient time on the horizontal axis and $K_I$ values on the vertical. From Fig.3.3.4-1, though the $K_I$ values by different Codes are variable, the variation tendency is consistent. The results of ASME Codes have the maximum safety margin, the results of RCC-M code after plastic correction have the second safety margin and the ones of R6 has the least. In addition to this, other parameters sensitivity is obtained as table 3.3.4-1, the symbol “+” stands for comparative degrees for the corresponding key factors, “+++” means the large extent , “+”means the little extent and “++” means the medium extent.

![Fig. 3.3.1-1 Assessment of the postulated flaw by R6 Code](image1)

![Fig. 3.3.4-1 The comparative $K_I$ of different Codes](image2)

Table 3.3.4-1 Key parameters sensitivity Results

<table>
<thead>
<tr>
<th></th>
<th>Degree of Conservative</th>
<th>Handle ability</th>
<th>Elastic-plastic sensitivity</th>
<th>Safety margin sensitivity</th>
<th>Dependency of feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>R6</td>
<td>+</td>
<td>+</td>
<td>+++</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>RCC-M</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>ASME</td>
<td>+++</td>
<td>+++</td>
<td>+</td>
<td>+++</td>
<td>+++</td>
</tr>
</tbody>
</table>

4 CONCLUSION

By means of fracture mechanics analysis in accordance with different Codes for the same object and the same load, three types of methods are summarized comparatively and the conclusions are acquired as following, which is conductive to address the safety margin and the other parameter sensitivity among each code.
1) In consideration of the theory basis, the method provided by ASME B&PVC is base on the elastic fracture mechanics, and the other two are on account of elastic-plastic fracture mechanics, among them the R6 considers the most plastic factor.

2) The ASME B&PVC, RCC-M Codes and R6 Codes are all appropriate for the fracture mechanics analysis of engineering application, among each code, the ASME B&PVC have the maximum safety margin, the R6 Codes has the least and the RCC-M after plastic correction is medium.

3) For practical application, the method by ASME B&PVC is easy to use, which has the highest handle ability, the RCC-M takes the second place and the R6 Codes is the most complicated to handle.

4) The stress distribution of the defect and its close-by region are all indispensable for the three methods, but the ASME B&PVC is most affected by the object feature, R6 has the least dependency of feature, and the RCC-M Codes is medium.
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Abstract: In this study, the collapse behaviours of U-section beams subjected to four-point bending are studied by using the finite element method. It is found that there are three types of collapses. The first type is a collapse due to buckling at the compression flange. The second type is a collapse due to buckling at the compression flange and web. The third type is a collapse due to plastic yielding. Further, an approximation estimation method is proposed for estimating the maximum bending moment of U-section beams. Its validity is verified by comparing with the numerical results by FEM under various conditions.

Keywords: FEM; Four-point Bending; U-section Beam; Buckling; Effective Width

1 INTRODUCTION

Thin-walled structures are widely used as structural members in numerous applications such as automobiles, trains, vehicles, aircraft, offshore structure, etc. The primary collapses of thin-walled structures are axial and bending collapses. Structural designers are often required to estimate the collapse load of thin-walled structures under axial and bending load.

Although the real loading is seldom pure axial or bending, pure axial and bending collapse of thin-walled structures have been subjected to extensive studies (for example, Refs. [1-3]). The studies on collapse of structures under pure axial or bending load give fundamental understanding to collapse mechanism of the structures under combined bending and compression.

In the case of the rectangular tubes subjected to pure bending, a commonly used method for predicting the maximum moment was proposed by Kecman [4]. According to Kecman’s study, there are two types of collapses. The first type is a collapse due to buckling at the compression flange, and the second type is a collapse due to plastic yielding at the flanges. However, collapse due to buckling at the compression web may occur. In a recent paper [5], the authors investigated the maximum moment at collapse of rectangular tubes subjected to bending. From this investigation, it is found that the collapse may also occur due to the buckling of web in a rectangular tube under bending.

In this study, the collapse behaviours of U-section beams subjected to four-point bending are studied by using the finite element method. Further, an approximation estimation method is proposed for estimating the maximum bending moment of U-section beams by reference to [4] and [5]. Its validity is verified by comparing with the numerical results by FEM under various conditions.

2 NUMERICAL ANALYSIS METHOD

In the present paper, U-section beams under four-point bending are considered, and the FEM analysis software MSC. MARC [6] is used in numerical simulation for obtaining the maximum bending moment of beams under bending. Figure 1 shows the analysed U-section beams. The effects of various geometric parameters, such as thickness t, width of the compression flange a, and width of the web b, on bending collapse were investigated. The beam material used in the analysis was assumed to be a homogeneous and isotropic elastic perfectly plastic material that conforms to von Mises yield conditions. In the present study, the material mechanical properties are assumed to be: Young’s modulus $E = 210$ GPa, the yield stress $\sigma_y = 420$ MPa, and Poisson's ratio $\nu = 0.3$.

In the present study, the updated Lagrange method was used to formulate the geometric nonlinear behaviour, and the algorithm based on the Newton-Raphson method and the return-mapping method were used to solve the nonlinear equation. The U-section beams were modelled using four-node quadrilateral...
thickness shell element (Element type 75). The elements divided the wall width into at least 20 sub lengths and divided the axial length such that the elements become almost square.

In addition, the length of beams used in the analysis was assumed to be large enough to neglect the influence of the boundary conditions. The ratio of the length and web width $L/b$ was set to $L/b > 6$.

Enforced displacement: $U_y$

![Fig. 1 U-section beam to which a four-point bending is applied](image)

3 INVESTIGATION AND DISCUSSION


An extended Kecman’s method for predicting the maximum bending moment of U-section beams is as follow. Depending on the value of buckling stress $\sigma_{buc}$ of the compression flange

$$\sigma_{buc} = \frac{\pi^2 E}{12(1-v^2)} \left(5.23 + 0.16 \frac{a}{b} \left(\frac{t}{a}\right)^2 \right)$$

(1)

Three cases are distinguished, as shown in Fig. 2.

Case 1: $\sigma_{buc} < \sigma_y$

In this case, the buckling at the compression flange occurs. The value of buckling stress $\sigma_{buc}$ is equation (1). After the buckling, the axial stress near the corner reaches to the yield stress. In order to consider this phenomenon, the effective width $a_e$ is introduced to the following simplified equation

$$a_e = a \left(0.7 \frac{\sigma_{buc}}{\sigma_y} + 0.3\right).$$

(2)

![Fig. 2 Schematic representation of axial stress distribution used in extended Kecman’s method: (a) Case 1: $\sigma_{buc} < \sigma_y$; (b) Case 2: $\sigma_y < \sigma_{buc} < 2\sigma_y$; (c) Case 3: $\sigma_{buc} > 2\sigma_y$](image)
The schematic representation of axial stress distribution is shown in Fig. 2(a). A distance from the bottom of the web to the neutral axis is shown as \( y_1 \). Therefore, \( y_1 \) is given as follows

\[
y_1 = \frac{1}{2} b - \frac{1}{4} a_t. \tag{3}
\]

A distance from the top of the web to the center of inertia is shown as \( s_1 \). Therefore, \( s_1 \) is given as follows

\[
s_1 = \frac{b(a + b)}{2b + a}. \tag{4}
\]

Therefore, the moment of each part at the maximum moment is as follows.

The elastic moment of the compression web \( M_1 : \left( b - s_1 - \frac{1}{3} y_1 \right) \times \sigma_y, y_t. \)

The elastic moment of the tension web \( M_2 : \left( s_1 - b + \frac{5}{3} y_1 \right) \times \sigma_y, y_t. \)

The plastic moment of the tension web \( M_3 : \left( \frac{b}{2} - y_1 \right) \times 2\sigma_y, (b - 2y_1)t. \)

The moment of the compression flange due to effective width \( M_4 : (b - s_1) \times \sigma_y, a_t. \)

Therefore, in this case \( (\sigma_{buc} < \sigma_y) \), the maximum moment is derived as follows

\[
M_{\text{max}} = M_1 + M_2 + M_3 + M_4. \tag{5}
\]

Case 3: \( \sigma_{buc} < 2\sigma_y \)

In this case, the stress distribution in the maximum moment is shown in Fig. 2(c). Namely, it is assumed that the maximum moment is equal to a fully plastic moment \( M_p \). The maximum bending moment can be derived as follows

\[
M_{\text{max}} = M_p = \frac{1}{2} \sigma_y, \left( b^2 + ab - \frac{1}{4} a_t^2 \right). \tag{6}
\]

Case 2: \( \sigma_y < \sigma_{buc} < 2\sigma_y \)

First, if the buckling stress \( \sigma_{buc} \) is equal to the yield stress \( \sigma_y \), it is assumed that the axial stress distribution is shown in Fig. 2(b). In this axial stress distribution, the moment \( M_b \) can be derived by plugging \( a_t = a \) into the equation (5). Finally, in this case \( (\sigma_y < \sigma_{buc} < 2\sigma_y) \), the maximum bending moment can be derived by linear interpolation

\[
M_{\text{max}} = M_b + \left( M_p - M_b \right) \frac{\sigma_{buc} - \sigma_y}{\sigma_y}. \tag{7}
\]

Figure 3 shows the distributions of axial stress \( \sigma_y \) on cross section at the maximum moment obtained from FEM numerical analysis by black lines for three U-section beams. In Fig. 3, the distributions of axial stress obtained from Fig. 2 are also shown by red lines, which correspond to Case 1, Case 2 and Case 3 for Fig. 3(a), 3(b) and 3(c), respectively. As shown in these figures, proposed stress distributions are in good agreement with the FEM results.
3.2 Proposal of extended Masuda’s method [5] for U-section beams

An extended Masuda’s method for predicting the maximum bending moment of U-section beams means considering web buckling. Figure 4(a) shows the schematic representation of the axial stress distribution at the maximum moment when the buckling at the compression flange and web occurs. As shown in the figure, the effective width $a_e$ is applied to the compression web as well as the compression flange. The coefficient $\alpha$, which represents the width of plastic region, is derived under a condition, in which the total force of the compression side and the tension side is zero.

\[
\alpha = \frac{7}{4} \frac{a_e}{b} - \frac{1}{2}. \tag{8}
\]

Therefore, the moment of each part at the maximum moment is as follows.

\[ \text{Fig. 3} \text{ Axial stress distribution on cross section at the maximum moment: (a) } t = 0.5 \text{ mm, } a = 50 \text{ mm, } b = 50 \text{ mm; (b) } t = 1.0 \text{ mm, } a = 50 \text{ mm, } b = 50 \text{ mm; (c) } t = 1.5 \text{ mm, } a = 50 \text{ mm, } b = 50 \text{ mm} \]
The moment of the compression web due to effective width 
\[ M_1' : \left( b - s_1 - \frac{1}{4} a_e \right) \times \sigma_y \alpha t. \]

The elastic moment of the tension web 
\[ M_2' : \left( \frac{1}{3} y_1 - \frac{1}{3} b + s_1 - \frac{2}{3} \alpha b \right) \times (b - y_1 - \alpha b) \sigma_y \alpha t. \]

The plastic moment of the tension web 
\[ M_3' : \left( \frac{1}{2} b + s_1 - \frac{1}{2} \alpha b \right) \times 2 \sigma_y \alpha b t. \]

The moment of the compression flange due to effective width 
\[ M_4' : (b - s_1) \times \sigma_y \alpha t. \]

Therefore, when the web buckling occurs, the maximum moment is derived as follows

\[ M_{\text{max}} = M_1' + M_2' + M_3' + M_4'. \quad \text{(9)} \]

Therefore, in this case \((\sigma_{\text{buc}} < \sigma_y)\), the maximum moment is derived as follows

\[ M_{\text{max}} = \text{Min}\left( \text{eq.}(5), \text{eq.}(9) \right). \quad \text{(10)} \]

Figure 4(b) compares the FEM results and the results obtained by present method at the maximum moment for \(a = 50\ \text{mm}\) and \(b = 50\ \text{mm}\). As shown in the figure, the results obtained by present method are in good agreement with the FEM results.

**Fig. 4** (a) Schematic representation of axial stress distribution used in extended Masuda’s method; (b) Comparison of present method and the FEM results

### 4 CONCLUSIONS

In this study, bending collapse of U-section beams was investigated using the finite element method. The following results were obtained.
(1) The maximum moment of a U-section beam subjected to pure bending is associated with buckling at the compression flange, plastic yielding at the flange, and buckling at the compression web.

(2) By using the proposed method, which applies an effective width to the web, it is possible to obtain the axial stress distribution for buckling at the compression web.

(3) It is possible to predict the maximum moment for U-section beams by using the present method.
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Abstract: Transmissibility has been commonly used in structural health monitoring, during the last decades; transmissibility has been both put forward in theory and applications. However, the use of transmissibility is still a profound and uncompleted work. In this study, a general summary of transmissibility is given, and in addition, transmissibility coherence is put forward to system identification for extracting natural frequencies in theory with recalling the transmissibility for system identification.
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1 INTRODUCTION

In the past decades, structural health monitoring (SHM) has become a multidisciplinary research focus to the scientific communities that attracts a lot of attention, due to the fact that the engineering structures are commonly designed with more complexity and more sophisticated newly invented material productions, and within daily use the structures are usually and generally applied with higher operational loads and unexpected loadings, and are demanding for longer lifecycle periods. Hence, numerous mechanical, civil and aerospace engineering researchers extensively developed vast of approaches for analysing the structural states that means to evaluate whether the structure is damaged or not, in order to prevent the anticipated damage, which might cause a vast loss in human daily lives in an inevitable way. Various categories of SHM procedures have been developed for analyzing the structural states. Vibration-based, strain-based, Electrical Impedance-based, probability-based, statistical based methods and so on have been studied and published a quantity of papers, reports and books. Literature review about the SHM can be found in [1].

For SHM, methodologies can be divided into two categories: physical model and data model/statistical model. For physical model, normally finite element analysis (FEA) is undertaken and different levels and patterns, such as fatigue in adhesively bonded joints [2-3]; crack initiation [4]; fretting wear [5], are numerically analyzed in order to provide a pre-design assessment as a reference for further analysis, especially in fatigue life-cycle prediction [4]. Generally, FEA analysis is validated with experimental results. And model updating intends to minimize the differences between FEA and experimental responses [6-8] by optimizing the FEA model. In this direction, due to the low cost and good performance in analyzing real engineering problems, other numerical techniques have been developed, e.g. boundary element methods (BEM), mesh free approaches, extended finite element methods (XFEM), isogeometric analysis (IGA).

On the other hand, for data model, the traditional modal testing is quite commonly used in structural dynamic analysis [9], like experimental modal analysis (EMA). In modal analysis, the mode shape derivatives, for instance, first derivative (rotations), second derivative (curvatures) and third and higher derivatives were utilized for damage localization. Frequency response function (FRF) is another parameter commonly used in EMA. In addition, the strain before and after damage in the structure is also a direction in SHM. However, EMA requires the measurement of excitation while this is arduous in real engineering as normally the engineering structures are commonly subjected to complex loading and environmental uncertainties. Then, new methodology is pursued due to the demanding from engineering application.

In SHM, transmissibility has been widely studied in the past decades, and it has been used for damage detection, localization, quantification and so on [10-17]. On the other hand, it has also been used for FRF estimation [18], force reconstruction [19], system identification [20-21] and so on.

This study tries to extend the transmissibility coherence (TC) for natural frequency extraction, and henceforth, to give a general summary in transmissibility estimation.
2 THEORETICAL DERIVATION

In structural dynamics, for a linear multiple-degree-of-freedom (MDOF) system shown in Figure 1, the dynamic equilibrium equation can be written by the well-known second order differential equation,

\[ M\ddot{x}(t) + C\dot{x}(t) + Kx(t) = f(t) \]  

(1)

where \( M \), \( C \) and \( K \) are the mass, damping, and stiffness matrices of the system, respectively, \( f(t) \) is the input force vector and \( x(t) \) contains the responses of each degree-of-freedom (DOF) of the system.

![Figure 1. A linear multiple-degree-of-freedom system.](image)

Herein, for a harmonic applied force at a given coordinate, the transmissibility between point \( i \) and a reference point \( j \) can be defined as

\[ T_{(i,j)}(\omega) = \frac{X_i(\omega)}{X_j(\omega)} \]

(2)

where \( X_i \) and \( X_j \) are the complex amplitudes of the system responses, \( x_i(t) \) and \( x_j(t) \), respectively, and \( \omega \) is the frequency.

In order to calculate the transmissibility, no matter in real engineering or experiment analysis, apart from its direct extracting from the two responses, it can be derived in several ways, for instance:

\[ T_{(i,j)}(\omega) = \frac{X_i(\omega)}{X_j(\omega)} = \frac{X_i(\omega)}{X_j(\omega)} \frac{X_j(\omega)}{X_j(\omega)} = G_{(i,j)}(\omega) \]

(3)

\[ T_{(i,j)}(\omega) = \frac{X_i(\omega)}{X_j(\omega)} = \frac{X_i(\omega)}{X_j(\omega)} \frac{X_j(\omega)}{X_j(\omega)} = G_{(i,j)}(\omega) \]

(4)

where \( G \) means the auto- or cross- spectrum. Herein, Equation (3) and (4) can be compared with the FRF estimation for avoiding noise influence, then transmissibility coherence can be drawn out. Detailed analysis about it will be given in next section.

Besides, for a chosen reference \( P \), when the variable approaches system’s \( \nu^p \) pole, denoted by \( \lambda_{\nu} \), the following equation is verified with Laplace transform [21] and Fourier transform [20] as

\[ \lim_{s \to \lambda_{\nu}} T_{(i,j)}^P(\omega) = \frac{-g_{(i,j)}(\lambda_{\nu})}{g_{(j,j)}(\lambda_{\nu})} \]

(5)

And its inverse [20, 21], also called inverse transmissibility subtraction function (ITSF) [21] is as

\[ T_{(i,j)}^{P1P2} = \frac{1}{T_{(i,j)}^{P1}} - \frac{1}{T_{(i,j)}^{P2}} = \frac{G_{(j,j)}(\lambda_{P1})G_{(j,j)}(\lambda_{P2})}{G_{(i,j)}(\lambda_{P1})G_{(j,j)}(\lambda_{P2})} \]

(6)

Herein, through the equation above one can identify the natural frequencies via peak picking method. Note that the denominator of the equation above is result of a subtraction, which might cause singularity if the reference is not well chosen or the transform is not well chosen and made. Meanwhile, it can yield more roots than the system real roots, which requires further work in validating the corresponding frequencies.
Thirdly, all the references like j and P (P1, P2, ...) should be paid more attention, otherwise it would be possible to miss some system roots. One possible solution is to use average normalization ITSF [21], or to take all the ITSFs into consideration directly.

On the other hand, if transmissibility is directly estimated using two outputs, i.e. not taking the FRFs into account, referring to the conception of coherence, TC can be also derived solely by using the auto- and cross- spectrum of the two responses signals [12, 15]. And TC will be expressed as

$$\frac{\tilde{z}^2}{\tilde{z}^2} = \frac{T_{2(i,j)}(\omega)}{T_{2(i,j)}(\omega)} \frac{G_{i(i,j)}(\omega)}{G_{j(j,i)}(\omega)} = \frac{G_{i(i,j)}(\omega)G_{j(j,i)}(\omega)}{G_{j(j,i)}(\omega)G_{i(i,j)}(\omega)} = \frac{G_{i(i,j)}(\omega)}{G_{i(i,j)}(\omega)}$$

As the coherence is a squared magnitude, TC is higher than zero. And basically, TC reveals the coherence of two outputs, i.e. it indicates the interrelation of the dynamic characteristics of two outputs.

Herein, note that the TC might be used for system identification, i.e. to identify the resonant frequencies. Recalling the Equation (6), and by introducing TC into it, one can get

$$\tilde{T}_{1(i,j)} = \frac{1}{\tilde{T}_{1(i,j)}} = \frac{1}{\tilde{T}_{2(i,j)}} \frac{1}{\tilde{T}_{2(i,j)}} \frac{1}{\tilde{T}_{2(i,j)}} \frac{1}{\tilde{T}_{2(i,j)}} = \frac{1}{\tilde{T}_{2(i,j)}} \frac{1}{\tilde{T}_{2(i,j)}} \frac{1}{\tilde{T}_{2(i,j)}} \frac{1}{\tilde{T}_{2(i,j)}}$$

Herein, one might use TC in the resonant frequencies estimation; however, further investigation should be conducted for a better understanding.

3 CONCLUSIONS

In this paper, transmissibility estimation flowchart is given, and transmissibility is put forward to system identification in theory. We presented a general summary of transmissibility, and transmissibility coherence and their applications to system identification for extracting natural frequencies. However, further investigation is needed to have a better analyzing of their performance.
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PARALLELIZATION APPROACHES FOR FRETTING FATIGUE SIMULATION
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Abstract: This paper is an initial investigation of parallelization approaches for the numerical simulation of fretting fatigue under realistic conditions, e.g. cyclic non-proportional loading. The major difficulty in parallelising such simulations is the severe non-linearity of involved mechanical processes, which spans over multiple spatial and temporal scales. Generally, the problem comprises modelling of the contact, friction, stick and slip conditions that result in non-linearities localised upon the interfaces between components, the crack initiation phase that can be simulated using damage accumulation, and crack propagation, where the regions surrounding the tips of the cracks typically require a much more precise treatment and therefore present much higher computational burden than the rest of the domain. In general, such highly non-linear problems are difficult to implement in parallel, primarily due to the load-balancing issues.

Keywords: parallel simulation, speed-up, scalability, computational complexity, fretting fatigue, crack initiation and propagation

1 INTRODUCTION

Failure in mechanical components due to fretting fatigue is popular research topic due to its immediate practical application, e.g. aerospace riveted joints [1] and many other industrial applications in mechanical and civil engineering. The crack initiation, propagation and lifetime of the fretting fatigue have been studied both experimentally [2] and numerically, within a finite element framework [3]. Most of the numerical studies simulate fretting fatigue by Continuum Damage Mechanics (CDM) for the analysis of crack initiation and Linear Elastic Fracture Mechanics (LEFM) for the analysis of crack propagation. Assuming proportional loading conditions and therefore constant ratio between mode I and mode II Stress Intensity Factors (SIFs) enables fast simulation on a single lumped cycle only [4]. The drawback of such simplified approach is that it might lead to incorrect crack paths and fatigue lives as reported in [5]. The cycle-by-cycle simulations, e.g. using Cohesive Zone Models (CZM) [6], admit the non-proportionality, however require significantly higher computational power. Additionally, a significant amount of time is needed for the calculation of reliable stresses and for the adaptive re-meshing. For this reason, FEM could be ineffective for simulating high-cycle fatigue, e.g. 10⁷ fatigue cycles [7]. A possible alternative is an explicit Meshless Local Strong Form Method (MLSM) that has been proven as effective in several application fields [8-10], in particular, if implemented on parallel computers [11, 12]. The downside of the MLSM approach is that it does not guarantee that the equilibrium equations are strictly satisfied at each time step, and must satisfy stability conditions which might induce additional complications due to the existence of cracks in the domain.

The computational time of simulations grows rapidly with higher required accuracy, typically ensured with denser spatial discretization, i.e. more elements or computational nodes, and number of loading cycles. An important part of the numerical approach is thus the effective implementation of the solution procedure on modern computer architectures. The developments in the technology of the computer architectures are nowadays extremely vivid. The processing power can be increased either by increasing the processor’s clock frequency or by increasing the number of processing units. The clock frequencies are approaching their physical limits; therefore the second option - increased number of processing units - is becoming more attractive. Parallel computers, available today in most desktop computers or computer servers, can compensate for the lack of performance of a single computer, but only in cases where an efficient parallelization of the computational method is known. Various application programming interfaces (APIs) for parallel programming are used to maximize the performance of parallel systems. Nowadays, the most widely used APIs for parallel programming are MPI for distributed-memory systems, and Pthreads and OpenMP for shared-memory systems [13]. Moreover, using graphical processing units (GPUs) for solving parallel problems is widely spreading. APIs that support parallel programming on GPUs are becoming more and more
popular, like CUDA and OpenCL [14, 15]. Solving crack problems in parallel is intrinsically difficult, and rarely attempted in practice due to the implementation complexity and the learning curve involved. Besides the parallelization techniques for FEM that are mature [16], considerable effort has been recently invested in the parallelization of adaptive eXtended FEM (XFEM) [17] for simulations of composites fracture.

This paper describes an initial investigation of the parallelization approaches and opportunities for the numerical simulation of fretting fatigue cracks under real conditions, e.g. high resolution cyclic non-proportional loading, with high computational requirements that exceed the computational capabilities of a single computer. In Section 2, the crack simulation method is functionally decomposed. In Section 3, opportunities for the parallel speed-up of the crack simulations are analysed together with an approximate estimation of most promising numerical techniques.

2 FRETTING FATIGUE SIMULATION

The fretting fatigue solution methodology can be decomposed into independent functional blocks that can be executed on different computers. Note that the sub-functions cannot be always executed in parallel because of the data dependencies, i.e. results of a block are inputs of another block. Some functional blocks can be further decomposed by domain decomposition and implemented again in parallel on several computing cores.

Let us consider a generic simulation of a high number of cycles in fretting fatigue crack life. A birds view on such a functional decomposition results in (i) modelling of domain geometry, crack initiation, crack propagation and loading cycle, which mostly needs human resources, (ii) discretization, numerical solution, and parameter sweep, which require computational resources. Each block can be further decomposed. For example, the crack initiation phase is usually composed of (i) determination of geometry, (ii) modelling and simulation of contact's dynamic, (iii) testing of initiation criteria. The crack propagation phase is usually composed of the following steps: (i) computation of the stress intensity factors, (ii) verification of the crack stability, and (iii) computation of the direction of crack propagation. A principal functional decomposition of a fretting fatigue crack simulation is shown in Fig. 1. The blocks that can run in parallel are shown on a symbolic time axis.

**Fig. 1** Main functional blocks of the simulation of crack propagation under high-cycle fretting fatigue conditions

3 PARALLELIZATION AND COMPLEXITY ESTIMATION

In order to simulate millions of nodes and millions of fretting cycles, the parallelization of the fretting fatigue cracks simulation programs is required. Thousands of computing cores are available today in distributed-memory computing clusters with interconnected processing nodes that incorporate a multiple shared-memory processors and optionally also many-core accelerators, such as GPUs, for number crunching. Such hybrid architectures requires also hybrid parallelization strategy that incorporates thread-level parallelization, e.g. OpenMP in each computing node, combined with a node-level parallelization, e.g. problem decomposition and message passing communication (MPI). There exist some successful attempts to address the non-linear mechanics problems with the hybrid parallelization approach [18], with the aim to preserve acceptable computational scalability with high number of computational nodes in a wide area of applications. It seems that adaptivity [19] and XFEM [20] are appropriate solution methodologies for the parallel simulation of the fretting fatigue crack propagation. However, alternative algorithms can be used that are less optimal on a
single computer but very scalable and therefore appropriate for the parallel computers. For example, the limitations posed by re-meshing after each propagation of the crack can be solved by the local meshless method [21], which enables relatively simple and efficient adaptive implementation either in weak or strong formulation [22].

Another important aspect of the parallelization is the load balancing and minimal requirement for global communication [23]. Unbalanced system will suffer from increased computational time, since overloaded processors will be late with their output, on the other hand, global communication could limit the scalability because of congested communication network. Both aspects must be considered during the parallelization process. For example, in numerical solution of a crack simulation, the solution of the system of Partial Differential Equations (PDE) represents one of the major parts of the solution procedure. There are several possible approaches of addressing this problem; one possibility is to use a MLSM with the shared memory parallelization [11]. A complete localization of numerical treatment in MLSM enables directly applied parallelization through the OpenMP API on multi core CPUs and many-core accelerators. The OpenMP enabled program forks on request into several threads and processes the assigned task concurrently on multiple processor cores. The run time environment allocates the threads to the available processor cores. After the execution of the parallel sections of the code, OpenMP joins threads back into a single thread and the program continue with sequential execution. The schematic block diagram of the parallel solution based on MSLM is shown in the left part of Fig 2.

Another approach is to solve PDEs on distributed system such as a computer cluster with appropriate domain decomposition as shown in the right part of Fig 2. An important part of the implementation is the communication between computing nodes. In efficient distributed algorithms, the communication load must be minimized while the computation load must be well balanced between processors; otherwise, some computers would mostly wait for jobs. Although the communication plays an important role also in shared memory, in terms of data access latencies on different memory levels, it is much more pronounced in the distributed execution, where the interconnection topology plays a crucial role [23]. Note that significant speed-ups which scale on thousands of computing nodes are only possible on distributed computers.

The computational and memory cost of the solution procedure are mostly governed by the complexity of the numerical method used. In general both, memory and computational complexities, are functions of the number of discretization nodes $N$ [11], however, there could be a significant difference in the constant. For example, estimated computational complexity of FEM system matrix construction is $O(N[\log N + n_e])$, where $n_e$ is the number of discretization nodes per element, while the complexity of the meshless local Petrov-Galerkin (MLPG) method, which is basically a meshless variant of FEM, is $O(N n_q[\log N + n_e m^2])$, where $n_q$ is the number of quadrature points, $n_e$ is the number of support nodes and $m$ is the order of shape function basis; alternatively, the complexity of MLSM, a meshless variant of FDM [21], is $O(N[\log N + n_e m^2])$. All methods ultimately result in a sparse and possibly banded non-linear system that can be solved by an iterative method with $O(N d)$ operations, where $d$ is the width of system matrix band.

![Fig. 2 A block diagram of OpenMP parallel solution based on MLMS on multicore computers (left) and a problem domain decomposition for parallel solution on interconnected computing nodes (right).](image-url)
4 CONCLUSIONS

This paper is a short review of possibilities for speeding up the fretting fatigue simulations in order to approach the real situations with millions of fatigue cycles. The functional decomposition followed by the parallelization of numerical solution of each cycle, on a heterogeneous computer with hundreds of interconnected nodes, each with several cores, seems to be a viable approach. Near ideal speed-ups, as reported for other solid mechanics simulations, can be expected for the simulation of a single fatigue cycle, if using methodologies with local approach that reduce the frequency or complexity of re-meshing. The problem of inherently sequential nature of the fatigue simulation seems to remain a serious bottleneck, unless the crack history could be modelled differently, for example by a simulation of only few consecutive cycles and extrapolation of the results. On the other hand, multiple simulations with different parameters, which are often used in the real problem, are trivial for parallelization.
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DESIRED FATIGUE DESIGN CODE FOR RAILROAD TRUCK FRAME
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Abstract: Are design codes or practices for railroad truck frame fixed and satisfactory? The author thinks NO. For designing the first configuration, rather simple criteria are desired, although most codes such as JSSC (Japanese Society of Steel Construction), AWS (American Welding Society) and etc. are rather complex. They consist of a variety of welded joint categories, which may make a designer feel difficulty when deciding the first configuration. Such codes are considered to be mainly used for evaluation of designed and constructed structures, and not to be used for deciding the first configuration. JIS (Japanese Industrial Standard) E4207 for railroad truck frames is considered as an example of simple standard. The standard is thought to be useful for designers. However, the result of this investigation raises questions for JIS E4207. Fatigue data based on the standard, existence of fatigue limit, and non-fracture probability are not clear for the standard. Desirable criteria should be simple for designers and sufficiently safe for structures. Additional investigations on fatigue data of railroad truck frame welded joints, a statistical study for desirable non-fracture probability, and methods of structural stress analysis are to be conducted in the future. A fatigue design practice of aluminum welded truck frame is also described for comparison. Practical fatigue testing methods using full-size test specimens are also needed for investigating the strength in a high cycle region such as more than 108.

Keywords: Railroad truck frame; fatigue design; design standard; aluminum structure; fracture probability

1 INTRODUCTION

When a designer designs a machine part or structure, he or she will typically follow some codes or standards. In case of fatigue design, there are JIS (Japanese Industrial Standard) E4502 [1] for railroad axles, and for welded structures JIS E4207 [2] for railroad truck frames, AWS (American Welding Society) [3], AISC (American Institution of Steel Construction) [4], JSSC (Japanese Society of Steel Construction) [5], BS (British Standard) [6] and UK DOE (United Kingdom Department of Energy) [7]. Except the two JISs, those codes for welded structures contain a variety of welded joint categories. The number of categories contained in JSSC (Japanese Society of Steel Construction), for example, is 38 including the base material. Such a number is considered to be too many for a designer to make a decision for the first configuration of a machine part or structure. Instead, JIS E 4207 applies a rather simple design diagram and is shown in Figure 1. This standard defines the allowable stresses as fatigue limits for base metal, as welded, and ground welded joints. The allowable stress of as welded structure is defined to be 69MPa as reversible stress. The value is considered to be higher than the one by fatigue data and JSSC curves as described in this report. The standard raises the other matters of question. (1) Fatigue data based on the standard, (2) existence of fatigue limit, and (3) non-fracture probability are not clear in the standard. The diagram for endurance limits is shown, but the existence of the endurance limit is questionable. The endurance limit seems not to have any scientific ground. There is no explanation of non-fracture probability. Although the stresses seem to contain hot spot ones, whether a designer can estimate hot spot stresses for the first configuration design is a matter of question as well.

On the other hand, most codes or standards for welded structures seem to be complex. AWS, AISC, JSSC, BS (5400 and 8118), and UK DOE are fatigue design codes with many fatigue curves. For example, Figure 2 shows BS 8118 classification and design curves for aluminum welded structures. In the code, 24 categories (figured weld categories) and 9 stress classes are specified. The question is whether a designer can consider all categories or classes when he or she decides the first configuration. The design curves were derived from fatigue data such as one of the ERAAS (European Recommendations for Aluminum Alloy Structures) [8]. Figure 3 shows an example of the ERAAS data for aluminum base metal. The curve in Figure 3 was derived using a value subtracting 2 times the standard deviation from the mean value. This means a non-fracture probability of 97.7%.
As a summary of existing codes or guides for fatigue design for welded structures, there seem to be two categories. Namely, the allowable stresses are given by the S-N curves or by the fatigue limit. Both seem to have been used for evaluating designed and constructed structures. Which category should be used for designing the first configuration is a matter of subject.

Main welded joints for truck frames are cruciform ones. The material used in the fatigue tests is JIS SM 400B, which is a general material for railroad truck frames in Japan. The chemical compositions and mechanical properties are shown in Table 1. There are two welded forms, normal fillet and one-side weld fillet cruciform. In this study, the effect of post weld heat treatment (PWHT) on the fatigue strength was also included. The test specimens are shown in Figure 4, and the weld method is shown in Figure 5. The fatigue tests were conducted using an Amsler-pulsator type (490kN) fatigue testing machine, and the cyclic speed was 400 cpm (cycle per minutes) for the zero (nearly)-tension fatigue test.
Table 1 Chemical compositions and Mechanical Properties of JIS SM 400B

<table>
<thead>
<tr>
<th>Chemical Composition(%)</th>
<th>Mechanical Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>C 0.14</td>
<td>Yield Point 382 MPa</td>
</tr>
<tr>
<td>Mn 0.64</td>
<td>Tensile Strength 461 MPa</td>
</tr>
<tr>
<td>Si 0.09</td>
<td>Elongation 27%</td>
</tr>
<tr>
<td>P 0.019</td>
<td></td>
</tr>
<tr>
<td>S 0.12</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4 shows the result where the stresses of one-side fillet joints are expressed as the ones on the surface having weld roots. Since the effect of bending was observed for the one-side fillet joints, the stress on the root side was used instead of the average of both sides. Fractured parts were at the root locations for all specimens. From this study, the fatigue strength is found to be similar for the one-side fillet and normal fillet cruciform joints. Figure 7 shows the relation of the number of cycles to failure and stress intensity factor for the joints containing a weld root as a defect. Both figures illustrate the fact that the effect of post-weld heat treatment is not very significant.
Figure 8 is a comparison of this study and the joint category in old JSSC [9], and the present data is on the D (C-E) curve. These results show that there is slight difference in the fatigue strength of one-side and normal fillet weld joints and also in the fatigue strength with and without post-weld heat treatment.

Fig. 8 Comparison of this study and old JSSC curves

The other two fatigue tests were added. One is for box-type specimens and the other is for side and bolster joint specimens. A summary of the fatigue test results for the three type specimens, the cruciform, box-type, and side and bolster joint specimens, are shown in Figures 9 and 10. The one-side tension loading tests give 55-60 MPa as the strength at 107. These values can be roughly converted to the reversible tension value of 30-35MPa. From the tests conducted in this study, the fatigue strength of the main truck frame structures is about 30-45MPa as a reversible stress. However, these values of 55-60, 30-35, and 30-45 MPa are the fatigue strength and not the allowable stresses. In JIS E4207, the design allowable stress for as weld is 69MPa, and is well above the fatigue strength obtained in this study. Having a statistical study of fatigue data published in the past, non-fracture probability should be taken into consideration to determine the allowable stresses for fatigue design of railroad truck frames. Besides the above study of fatigue strength, a statistical load history which railroad vehicles produce on rails should be studied. So far, such a study has been rarely done in the past. It needs to recognize that the running load history is highly important to obtain a real safety factor.

Fig. 9 Results of box-type specimens

Fig. 10 Results of side and bolster joint specimens
3 DESIGN OF ALUMINUM TRUCK FRAME

3.1 DESIGN CURVES FOR ALUMINUM WELDED STRUCTURES

Fatigue tests were performed using plate-type specimens, whose thickness is 4mm, since the designed thickness is planned to be as small as possible such as 4.0 or 3.5mm. Data from the present study and those from the manufacturer were combined to obtain the design curves. The design stress or allowable stress was determined based on the following results,

1) The curve for allowable stresses is set to be the value subtracting three times the standard deviation (s.d.) from the mean value to obtain a fracture probability of 1.3x10^-3, which is one-order less than the one of BS8118. This was decided in order to obtain lower design stresses in a higher stress amplitude range, which makes the fatigue propagation less than 2xs.d. such as BS8118.

2) Allowable stress between 10^7 and 10^8 was maintained to be the same. The reason is that the data beyond 10^7 were almost all unfailed ‘run-out’ results in the present data and that in the data from the material manufacturer.

The obtained example of the allowable stress curve is shown in Figure 11, which is the case for ground weld joints. The comparison between the present curve and the one from BS8118 is shown in Figure 12. It is noted that the present curve is in a more conservative area than the curve for BS8118.

![Fig. 11 Example of design curve for ground weld joints](image1)

![Fig. 12 Design curve for fatigue damage estimation of ground weld joints](image2)

3.2 DESIGN OF ALUMINUM WELDED STRUCTURE

From the design curves obtained in this study, an aluminum welded structure was designed [10]. The material is 7N01, and the main plate thickness is 4 mm. The load conditions were given at 13 locations in three-dimensional directions from a user. To determine a configuration, structural stress analyses were conducted using software by Applied Structure in the United States. The criteria for the fatigue design are curves for the parent material and welded joints of butt and fillet welds. In designing, the fatigue strength of ground weld joints not considered at first was taken into consideration after manufacturing and static tests. Figure 13 shows the analytical results for an assembly model and part of the structure. In order to reduce the weight, windows in the structure were considered. However, stress concentration factors at such locations were ignored, since the estimation of the stress concentration factor in the analysis is not practical. Stress at every position was judged as normal stress from the viewpoint of safety.
However, after manufacturing the structure, stress measurement under static load sometimes shows a higher stress origination than expected by the analytical study. If the point of higher stress is in the weldment, grinding can be applied. If the point of higher stress is in the parent material, then the configuration needs to be modified. In this case, the higher stress part was in the window, and fatigue damage at the ground weld part and the window was estimated. Since the allowable fatigue damage is not specified in BS8118, this study followed the guidance of offshore structures. For such guidance, the fatigue damage is specified to be below 1.0 by calculation using the mean value minus 2xs.d. In this case, the fatigue damage was calculated using the mean value minus 3xs.d. with modified Miners’ rule. It was found that the damage in the concerned area is well below 1.0.

**Fig. 13** Analytical stress distribution by a structural software

4 CONSIDERATION ON DESIRABLE FATIGUE DESIGN FOR WELDED STRUCTURES

Specific concerns to be considered and solved in fatigue design for welded structures are,

1. Fatigue limit design or fatigue damage design?
2. Allowable stress with reasonable non-fracture probability?
3. Design stress of normal or local hot spot?
4. Evaluation of stress calculated by FEM. Normal or local?
5. Load history data?

The above subjects for designing welded structures should be clarified for obtaining more conservative and safer designs for welded structures. More structural examples designed by codes or guidance are desired to be available to the public. Codes or guidance used in the design examples in the past seem to have been used for the evaluation of existing or constructed structures. More information concerning how to design welded structures for the first decision of a structure is needed for further study.

As for the evaluation of designed and constructed structures, static stress measurements and fatigue tests using a real structure are needed. BS8118 requires the fatigue testing, which is consistent with the service conditions. In the case of railroad truck frames, it requires around 108 cycles. The fastest test speed is about at 1.5Hz for a real structure, and this speed needs 2.2 years for 108 cycles, which is not realistic. A normal fatigue test machine is made of several cylinders. An accelerated test of around 2-3x106 cycles is a way to get a result that should project the strength at 108 cycles. The question is how an accelerated test can be done and how the test result can indicate real life for a long life region.

5 CONCLUDING REMARKS

5.1 Codes and practice for designing railroad truck frame welded structures are discussed in this study. The existing codes for welded structures are mostly given by S-N curves, and there are many weld categories. For example, JSSC includes 38 weld categories and 8 S-N curves. For determining the first configuration, too many categories are thought to be too complex for a designer. Instead, such a fatigue design guidance as JIS E 4207 for a railroad truck frame is considered to be simple and useful for the first design.

5.2 However, the guidance is needed for modification to obtain more safety considerations. Fatigue data based on the standard, existence of fatigue limit, and non-fracture probability are not clear in the standard. There are no fatigue data based on the standard. The diagram for endurance limits is shown, but the existence of the endurance limit is questionable. There is no explanation of non-fracture probability.
Although the stresses seem to contain the hot spot ones, whether a designer can consider hot spot stresses for the first configuration design is a matter of question as well.
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MECHANICAL PROPERTIES OF STEEL FIBRE REINFORCED POLYMER COMPOSITES

W. N. M. Jamil¹, Z. Sajuri¹, M. A. Aripin¹, S. Abdullah¹,², M. Z. Omar¹, M. F. Abdullah¹ and W. F. H. Zamri¹

¹Department of Mechanical and Materials Engineering, Faculty of Engineering and Build Environment, Universiti Kebangsaan Malaysia, 43600 UKM Bangi, Selangor, Malaysia.
²Centre for Automotive Research, Faculty of Engineering and Build Environment, Universiti Kebangsaan Malaysia, 43600 UKM Bangi, Selangor, Malaysia.

Abstract: This paper presents the effectiveness of steel fibres as a reinforcing material to increase the flexural strength of polymer composites. Composite materials are commonly applied as a ballistic resistance material for their superior performance in energy absorption as well as being lightweight. Nowadays, various materials have been used as reinforcement in polymer materials. Steel fibres are usually used in concrete reinforcement in order to increase the crack and impact resistance in protective areas and are ideal candidates to reinforce polymer materials in order to increase energy absorption for ballistic resistance applications. Two different lengths of steel fibres were used. The effects of fibre length and density were investigated through bending tests. The results showed that for steel fibres of similar densities, polymers reinforced with long fibres exhibited higher bending strengths than that of short fibres and matrices with no fibres. Steel fibres would improve the strength and crack resistance by acting as a barrier and restrict the development of cracks by transferring the matrix’s low impact resistance into a superior composite. Other than that, higher deformations of long fibre-reinforced polymers were obtained due to ductile fractures during bending tests. Lower deformations were present in short fibres which fractured in a brittle manner. The results presented here may facilitate improvements in the mechanical performance of polymer composites for the configuration of new composite panels for ballistic resistance applications.
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1 INTRODUCTION

The mixture of two or more materials will cause the formation of a composite material. The main benefit of composite materials is the high strength as compared to individual materials. Composite materials have also become an essential component in the shielding of structures. Reinforcement and the matrix are the two factors in composites. Reinforcing a material has the added advantage of superior flexural strength, energy absorption, crack arrest and ductility [1-4]. These materials have been applied in different fields like construction and architecture. Reinforcement materials generally include a fibre or particulate. This material is commonly used in concrete to increase the strength of the matrix. Nowadays, steel fibres reinforced with polymer composites have also been extensively used in ballistic applications due to the high capacity and performance in energy absorption. Higher impact resistance can be achieved by adding these steel fibres with polymer composites [5]. Impact tests have shown that the load is distributed because of the arrangement of the steel fibres. The ability of steel fibres to split up energy increases the ballistic performance.

Steel fibres in a matrix increase the mechanical properties like ductility, energy absorption capacity and impact strength [6]. Study by Zhou [7] on the ballistic resistance of steel fibres reinforced by two layers of plates found that the steel fibres fractured from bending and tensile failure. Steel fibres can absorb the fragments’ kinetic energy during impact. The performance of steel fibre-reinforced polymer composites is influenced by the fibre’s length and diameter (aspect ratio), type, direction of the fibres and percentage of fibre to volume fraction. The greater dosage of steel fibres and aspect ratio increases the toughness, strength and impact resistance [3, 8].
Hooked end shaped and deformed fibres offer good energy absorption. Hooked end and deformed fibres have higher strength as compared to straight fibres due to the good anchorage and bond in the matrix [9]. The toughness and impact resistance of the matrix increases because of the good bonding strength between the hooked end fibres and matrix [10]. Furthermore, steel fibres limit the propagation of cracks along the fractured surface. The fracture toughness of steel fibres in a matrix is improved due to the steel fibres-matrix bond strength [11]. Hence, this reinforcement material plays a big role in increasing the ductility of the matrix by increasing the strength of the materials due to the bridging effect.

This paper attempted to provide a more detailed investigation regarding the effects of steel fibres and reinforced epoxy resin on bending strength. Two types of fibre length and diameter were used with different fibre content. The findings of this study will help to improve the polymer composites by increasing the strength and ductility to absorb energy. Hence, this research investigated the possibility of using steel fibres as a reinforcing material in polymer composites for ballistic applications.

2 METHODOLOGY

2.1 Sample Preparation

This study investigated the performance of reinforcing materials in terms of their mechanical properties via bending test. The types of matrices used included epoxy resin in a single part of heat cured epoxy with a density of 1.5g/cm³, tensile strength of 24MPa and flexural strength of 40MPa. The moulds were produced using mild steel for both tensile and bending tests. The reinforcement used in this research came from steel fibres. The mechanical properties of steel fibres are shown in Table 1. Hooked end steel fibres with aspect ratios of 65 and 80 were used with different lengths. Short and long fibres were used with lengths of 35mm and 60mm respectively. The geometry of the reinforcing materials is illustrated in Fig. 1. Two different fibre lengths and density were applied in order to investigate the composite performance. Steel fibres were ultrasonically cleaned of dirt in ethanol for 25 minutes. The steel fibres were then wetted before being mixed with epoxy to produce good bonding between the reinforcement and the matrix. The epoxy was gradually placed into a mould. Pressure was applied to distribute and fix the epoxy into the mould. This polymer composite was allowed to cure at 150°C for one hour.

Table 1 Mechanical Properties of Steel Fibres

<table>
<thead>
<tr>
<th>Properties</th>
<th>Short Fibre</th>
<th>Long Fibre</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length, L (mm)</td>
<td>35</td>
<td>60</td>
</tr>
<tr>
<td>Diameter, D (mm)</td>
<td>0.55</td>
<td>0.75</td>
</tr>
<tr>
<td>Aspect Ratio (L/D)</td>
<td>65</td>
<td>80</td>
</tr>
<tr>
<td>Specific Gravity (kg/m³)</td>
<td>7850</td>
<td>7850</td>
</tr>
<tr>
<td>Tensile Strength (MPa)</td>
<td>1005</td>
<td>1229</td>
</tr>
<tr>
<td>Strain at Failure (%)</td>
<td>5.5</td>
<td>8.8</td>
</tr>
</tbody>
</table>

Fig. 1 Geometry of hooked end fibre
2.3 Mechanical testing

2.3.1 Bending Test

Three point bending tests were carried out by using a universal tensile test machine (INSTRON) according to ASTM D790 standards. The mould dimensions were 127mm length, 12.7mm width and 3.2mm thickness. The crosshead speed was retained at 1.0 mm/min in room temperature. The fracture force was recorded in order to calculate the flexural strength by using the following equation,

$$\sigma_f = \frac{3FL}{2bd^2}$$  \hspace{1cm} (1)

where $\sigma_f$ was the flexural strength (MPa), F represented the load at fracture (N), L denoted the distance between the support points (mm) while b and d indicated the specimens’ cross-section width (mm) and height (mm) respectively.

2.3.2 Fractography Analysis

The specimens were analysed using Scanning Electron Microscopy (SEM) to inspect the beam with electrons. The characteristics were determined via morphology information. The SEM allowed the observation of the specimens in macro and submicron ranges. The polymer composites were coated with platinum in order to avoid excessive light during observation. The fracture mechanism of the reinforcement and matrix were observed through a SEM and stereo microscope.

3 RESULTS AND DISCUSSIONS

3.1 Influence of Fibres Length and Volume Fraction on Epoxy Resin

From Table 2, it can be concluded that the increase in fibre content resulted in higher flexural and tensile strength polymer composites for short and long fibres. Other than that, the flexural strength of long fibres polymer composites was enhanced by 7% and 5% for fibres with contents of 0.9g and 1.8g, respectively as compared to the short fibres. Long fibres polymer composites had the highest flexural strength as compared to that of short fibres with similar fibre content, as proven by prior studies [10,12]. Pure epoxy showed the lowest flexural strength. This reflected the presence of reinforcing materials that acted as a barrier and delayed the propagation of cracks in the matrix. Higher flexural strength in polymer composites mainly led to the bridging effect of the steel fibres [13]. This behaviour is observed in Fig. 4 which shows the bridging effect of steel fibres in the epoxy matrix. This phenomenon referred to the ability of the fibres in the matrix to hold back the localization of micro cracks. When the crack began to propagate, the steel fibres acted as a barrier and more energy was needed to pull the fibres from the epoxy resin until the fibres were broken [14]. The impact resistance improved due to the high strength and closely packed steel fibres in the matrix [15].

<table>
<thead>
<tr>
<th>Fibre type</th>
<th>Fibres Content (g)</th>
<th>Fracture Load (N)</th>
<th>Deformation (mm)</th>
<th>Flexural Strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Fibre</td>
<td>0</td>
<td>443</td>
<td>0.9</td>
<td>40</td>
</tr>
<tr>
<td>Short Fibres</td>
<td>0.9</td>
<td>845</td>
<td>2.5</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>1.8</td>
<td>1160</td>
<td>2.5</td>
<td>104</td>
</tr>
<tr>
<td>Long Fibres</td>
<td>0.9</td>
<td>912</td>
<td>3.0</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>1.8</td>
<td>1220</td>
<td>5.3</td>
<td>109</td>
</tr>
</tbody>
</table>
The deformation percentages of short and long steel fibres polymer composites are shown in Table 2. Deformation of composites with short and long fibres increased with increases in fibre content. Higher deformation refers to the good ductility of the materials to absorb energy while slip deformation occurs with larger plastic deformation and corresponds to the elongation of grains along the direction of applied stress [16]. Deformation of long fibres polymer composites was higher by 16.6% and 52.8% for fibre contents of 0.9g and 1.8g respectively as compared to the short fibres. This could be attributed to the higher strain failure obtained in long fibres composites which was 38% when compared to that of short fibres as shown in Table 1.

![Load-deformation curves comparison of composite without fibres, short fibres and long fibres.](image)

**3.2 Fractography Analysis**

Figure 3(a) presents the brittle fracture that happens via cleavage mechanism for short fibres. The fracture is believed suddenly occurred after yielding and expansion of a planar fracture. The cleavage swelled from grain to grain and absorbed a little energy as compared to ductile fracture. Short fibres were more brittle than long fibres. Hence, the deformation of the short fibres polymer composites was lower as compared to long fibres, as mentioned in Section 3.1. In Fig. 3(b), the ductile fracture of the long fibres is shown. SEM showed large amounts of small dimples in the middle on a small foreign void-nucleating particle. The cusp was formed with the cups pointing in the direction from where the fracture began by tearing. Long fibre fracture was due to void formation and coalescence in a boundary manner of ductile mode. This proved that the highest deformation was obtained in long fibres due to its good ductile behaviour.

As illustrated in Figure 4, some of the steel fibres were broken and pulled out form the matrix during the propagation of cracks after epoxy cracking. Reinforcing materials could have prevented, delayed or transformed the formation of the cracks via crack suppression, stabilization and fibre matrix debonding [17]. Firstly, the fibre distribution in the matrix restricted the formation of cracks. Further crack growth was restricted from fibre bridging of the cracks, which reduced the force from creating further crack openings and reduced the energy needed for more propagation. Similar behaviour was observed by Li et al. for steel fibre-reinforced cement concrete [18]. Bridging effects occurred when the steel fibres in the matrix acted as a crack barrier by delaying the formation of cracks. Materials turned into pseudo-ductile and energy was absorbed [19]. According to Naji [20], the matrix would increase in strength, toughness and energy absorption due to the bridging effect. Steel fibres are also believed to limit the propagation of the crack along the fracture surface. Therefore, the fractures in the polymer matrix improved due to the steel fibres-matrix bond strength [21].
4 CONCLUSION

Reinforcement by steel fibres resulted in better bending properties as compared to pure epoxy resin. The addition of steel fibres in polymer composites increased the flexural strength as compared to only pure epoxy matrix. Other than that, long fibres polymer composites exhibited better performance in flexural strength as compared to short fibres with the same density. Steel fibres polymer composites exhibited better mechanical properties due to their capability to control the propagation of cracks inside the matrix. Crack bridging effects of steel fibres improved the matrix in polymer composites. Cracks were delayed by these reinforcing materials. Long fibres
showed a higher percentage of deformation as compared to short fibres due to their good ductility in absorbing energy and fractures. Short fibres that fractured in a brittle manner represented lower percentage of deformation.
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